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Editor's 
Introduction 

This issue's opening section features 
audio and video technologies that 
exploit the po\\ier of Digital's 64-bit 
IUSC Alpha systems. Papers describe 
new sohvare and hard\vare designs 
that make practical such applications 
as test-to-speech con\/ersion and full- 
motion video 011 the desktop. A sec- 
ond set ofpapers shifis the focus t o  
the U N I S  environ~ncnt with discus- 
sions ofhigh-av3ilability services iind 
of  Encore Computer Corporation's 
nc\v ~.eal-time debugging tool. 

The opening paper for the audio 
and video section references an a~ ld io  
technology that ph!fsicist Stephen 
Hawking uses t o  convert the text 
he types to  highly intelligible syn- 
thetic speech. Recently, engineers 
ha\ve ported this mature 10-year- 
old Iiard\vare technology, called 
DECtalk, t o  text-to-speech software. 
Bill Hallalian csplnins that the com- 
~ ~ ~ t a t i o n a l  power of  Digital's Alpha 
systems no\\, makes it possible for a 
sofnvare speech synthesizer t o  simul- 
taneously convert many test streams 
to speech wvitho~~t o\~erloading a work-  
station. Afier revic\\ilng relevant speech 
terminology and popular synthesis 
techniques, he describes DEC:tnlk 
Sohvare nii~ltithrcaded processing 
and tlie neb\! text-to-speech applica- 
tion programming interface for 
UNIS and NT workstations. 

Video technologies-full-motion 
video 011 ~ o r I ~ ~ t a t i o ~ ~ ~ - a l s o  capitdl- 
izc o n  the high performance ofAlplia 
sysrcms. 111 the ti rst of  four papers 
focused on digital video, ICen Correll 
and Bob Ulichney present the J300 
video and audio adapter architcctilre. 
To improve on past full-motion \ride0 
implementations, designers sought 
to  allo\v video data t o  be treated the 

sarnc as any othcr data type in a \\.ark- 
station. The authors re\lie~v thc 1300 
features, including a \lersatile color- 
map rendering system, and the sub- 
system design decisions made t o  keep 
product costs lo\\!. 

Victor Bahl then presents the J300 
s o b / a r c  that controls the hardware. 
The  challenge for sohvarc designers 
\\!as to  obtain real-time performance 
from a non-real-time operating sys- 
tem. A description of  the video sub- 
sjatcm highlights the video librarv 
and an innoitative use of  queucs in 
achieving good perfor~n.ance. This 
sohvare architecture has been imple- 
mented on  OpenVMS, Windows NT, 
and Digital UNIX platforms. 

A third paper on  video technology 
loolcs at deli\/cring \,idco \vithout spe- 
cialized hardware, that is, a software- 
only architecture for general-purpose 
computers that provid~saccess t o  
video codecs and renderers through 
a flcsiblc application programming 
interface. Again, faster processors 
maltc a sohvare-only solution possi- 
ble at lo\v cost. Authors Victor Bahl, 
Paul Gauthier, and Bob Ulichney 
prebcc the paper \vith all overvie\\, 
of industry-standard codecs and 
compression schemes. They then 
disci~ss the creation of  the sohvarc 
video library, its architecture, and 
its implementation ofvideo rendcr- 
ing that parallels the J300 hardware. 

The final paper in tlie audio and 
video technologies section explicitly 
raises the question ofwhat  features 
arc bcst implemented in hard\varc 
and what in s o h ~ a r e .  T h e  context for 
the q ~ ~ c s t i o n  is a grciphics accelcrator 
chip design that integrates traditional 
synthetic graphics features and video 
image display features-until now, 

implemented separately. Larry Seiler 
and Bob Ulichney describe the video 
processing implemented differently 
in two chips, both ofwhicli offer sig- 
nificantly higher performance \vith 
minimal additional logic. 

Thc conimon theme ofour  second 
section is the UNIX operating slatem. 
Larry Cohen and John \Villianis prc- 
sent the DECsafe Available Server 
Environment (ASE), which provides 
high a\iailability for applications run- 
ning on Digital UNlX systems. They 
describe the ASE design for detection 
and dynamic reco~ifigur~~tion around 
host, storage device, and nenvork fail- 
~ ~ r e s ,  and review key design trade-offs 
that fa\iored sofnvare reliability and 
data integrity. 

Mike Palmer and Jeff Russo then 
contrast Encore Computer Corpora- 
tion's set of debug and analysis tools 
for real-time applications, called 
Parasight, with conventional UNIS  
tools. They esaniine the features that 
are critical in an effective real-time 
debugging tool, for example, the abil- 
ity t o  attach t o  a running program 
and to andlyze several programs simul- 
taneo~~sly. A description follo\vs of  
the Parasight product, which includes 
the f e a t ~ ~ r e s  necessary for real-time 
debug and analysis in a set of  graphi- 
cal user interface tools. 

Upcoming in our  nest issue are 
papers on a variety of  topics, includ- 
ing Digital UNIX clusters, excursion 
for NT, and nct\\,ork ser\,ices. 

Jane C. Blake 
i k ~ z c i g i ~ z g  Edilor 
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Foreword 

"Can you dig it . . . New York State 
Throughway's closed, Man. Far 
out,  Man," announced a young Arlo 
Guthrie in the \~ernacular o n  the stagc 
at  bvoodstock in 1969. Reading these 
words iiiay evolte a mental picture of 
the evellt, but it sure is a lot more firn 
t o  hear and see Arlo deliver this Ines- 
sage. Audio and video technology is 

Robert A. Ulichney the featured theme of  this issue of the 

Se17io1- Co,?.strl/ing Bvl,qi~icc~r Digital Tccloizica1,~octrr 1a1.d. 
Kesecirch a1.tnd Adcu~zcrcl Uei:elop~ncr?~. Four years bqorr Arlo's traffic 
Cnnihric(qe I<~~se~t~-ch Lab report, in the year that a young Digital 

Equipment Corporation introduced 
the I'DP-8, an interesting forecast 
was made. Gordon Moore, who was 
yet to  co-found Intel, asscrted in J. lit- 
tle-noticed paper that the power and 
complexity of the silicon chip cvoulci 
double every year (later revised t o  
every 18 months). This prediction 
has been generally accurate for 30 
years and is today one of the most 
celebrated and remarkable "laws" 
of the computer industry. 

While we enjoyed this exponential 
hardwarc ride, there was always sonic 
question about the ability ofapplica- 
tions and sohvare t o  keep up. If any- 
thing, the opposite is true. Sohvare 
has been described as a gas that imme- 
diately f Ils the espanding en\~elope 
of  hard\vare. Ever since the hardware 
envelope became large enough to 
begin t o  accon~modate crude forms 
ofa~td io  and vidco, the pressure of the 
software gas has been great indeed. 
Digitized audio and video represent 
enormous amounts of  data and stress 
the capacities of  real-time processing 
and transmission systems. 

Digital has participated in expand- 
ing the envelope and in filling it; 

its hardware performance is record- 
breaking and its audio and video tech- 
nologies are state-of-the-art. Looking 
specif cally at the four catcgories into 
which computer companies segment 
audio and video technologies, Digital 
is making contributions in each of  
these: analysis, synthesis, coniprcssion, 
and input/output. 

IMIT's Nicholas Ncgroponte 
believes that practical analysis, o r  
interpretation, of  digitized audio and 
video will be the ncst big advance in 
the computer industry, where noth- 
ing has changed in human input (key- 
board and pointing device) since, tvell, 
the \Vc)odstock era. Digital is actively 
investigating methods for speaker- 
independent speech recognition and, 
in the area ofvideo analysis, means 
to  automatically detect, track, and 
recognize people. 

The  synthesis of  still and n~ot ion  
video, more commonly referred to as 
computer graphics, has traditionally 
been a much larger area of  focus than 
the handling of  sampled video. Syn- 
thesis of  audio, o r  test-to-speech 
conversion, is the topic o f o n e  of 
the papers jn this issue; DECtallc is 
largely considered t o  be the best 
such synthesis mechanism available. 

When a~td io  or  video data are rep- 
resented symbolically, as js the casc 
after analysis, o r  prior t o  synthesis, 
a most efficient form of  compression 
is inlplicitly en~ployed. Ho\vever, the 
task of storing or  transmitting the ra\v 
digitized signal can be overwheln~- 
ing, especially at  high sanlpling rates. 
Compression techniques are relied 
upon t o  case the volume of this data 
in two ways: (1) reduci~lg statistical 



redundancy and ( 2 )  pruning dnta that 
will not be noticed by exploiting \\.hat 
is k ~ i o \ \ n  about liunian perceptual 
systems. In this climate of  intcroper- 
ability .lnd open systems, Digital 
rccognizcs the i~ i~por tance  ofadlier- 
i ~ i g  to accepted standards for audio 
,lnd video comprcssion versus the 
promotion of  sonic proprienry 
reprcscnration. 

Tlic I.15t categol-y is that of I/O. 
Audio and video input require a 
nieans for signal accluisition and 
nnalog-to-digital con\rersion. The  
focus liere is on  preserving the intcg- 
rib, of thc signal as opposed to inter- 
preting the data. ['roper rcndcring 
is needed for good-q~~ali ty  o ~ ~ t p u t ,  
along \\!it11 digital-to-analog con- 
version. For both audio and \,idea, 
tmdc-oftis must be ~ n a d e  to accorn- 
modntc the highest degree o f s ~ ~ n p l i n g  
rcsolutio~~ il l  time and amplit~~tic. 

13igital is a lenclcr in the ,~rca of 
video rendering with our  Acc~~Video  
tcclinology, aspects of\vIiich arc 
described i l l  part jn three papers i r i  
this issuc. Video rcndcring incorpo- 
rates 311 processing tli,it is required t o  
tailor \.idco t o  a p.1rticular MI-get dis- 
pla!.. This includes scaling and filter- 
ing, color adjustment, ciitl~cring, 2nd 
color-space convcl-sion from \,idea's 

~~1~lill,l11ee-ch1~olllil1;11lcc rcprcsen- 
tarion to I G B .  In its most gcncral 
form, 1)igital's rencicring tcch~iology 
\ \ , i l l  optimize display qualip, g i \ w  
c/t~)~nurnbrtr ofn\.nilablc colors. 

Tlic c.uliest form of  AccuVidco 
apparcd  in a 1989 restbed, Itno\\,n 
internally AS Pictor. This led to  the 
\\:idcly distributed rcscarcli prototype 
callctl J\,iJeo in 1991. Jvideo \\us 

n TURBOchanncl bus option with 
JPEG comprcssion arici dccori~prcs- 
sion and \\.,IS tlie ti rst prototype to 
combine dithering with color-space 
con\~ersion. J\,ideo \\'as thc basis for 
design of  the Sound & Motion 1300 
product, \\,hich includcd a rclnal-kabl!~ 
irnpro\led dither method. A fbllo\\,-on 
t o  J300 is ;I PCI-bus \.crsion called 
FullVidco Supre~iic. 

In p ro t i~~c ts  that render RG R dnta 
instead of  video, 13iginl's rendering 
technolop is refcr-rcd to as Acculx)ol<; 
csccpt for this one differcncc, the rest 
of  the rendering pipeline is identical 
to  Accu\ridco. Accu Look PI-odr~cts 
include graphics options for \\,ark- 

s t~t ions:  Z1.X-E (SF]<+) dcsigncii for 
the T'URROchanncl and Z1,Xp-E 
(TGA) designed as nn cntr!.-lc\.cl 
p r o d ~ ~ c t  for tlic P<:L bus. 

AccuVidco rendcring is a key 
fcaturc in the DECchip 21 130 
PC grdphics chip and in the T G U  
high-end \vorksrarion graphics chip. 
While noted for its high irn,lgc clual- 
in; AccuVidco is also efficiently 
implemented in soft\\.are; it is a\z.~il- 
able as part o f a  tool kit with c\,cry 
1)igital UNIS,  OpcnVA4S, and 
Wi~ido\\.s S.1' p1atfol.m. 

With h4oorc's la\\! o n  the loosc, 
it can be argued that liard\\,arc imple- 
mc~itations of \,idco rcndering ;IIY 

not justiticd ns sohvnrc-only \,crsions 
gro\v in spccci. Although today's pro- 
ccssors can indeed Iiandle the pla!,- 
back of \;idco by both dcconiprcssing 
and rcndcring at a quarter of fill1 size, 
little is Icti for doing anything else. 
Moreover, users \\.ill \\,ant to  scale 
up the displa)t sizes, ,lnd perhaps ii~id 
multiple \sicico strca~iis-and still bc 
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nblc to  use rlicir processors t o  d o  
otl~el. things. FOI- thc nc;ir term, Iii11-d- 
\\.arc \ . idto I-cndering is ji~stitied. - .  

I h e  five pnpcrs that make up the 
'luciio and \,idco technolog!, rhcmc 
ofthis issue are but a small sampling 
oftlic work under \\.I!. in this area 
at 1)igital; look for more papers t o  
Cello\\ in subsequelir issues of this 
,/oo~'i/nl. As the a ~ ~ d i o  .lnJ \ idco g ~ s  
c o n t i n ~ ~ c s  to  till tlie e\,c~--expanding 
liard\\.arc en\,clope, \\.c look fol.\\,nrd 
to  an enriched and more natlrral 
cspcriencc \\.ith computing dc\-ices. 
t\rlo's \~Voodstoclc pals \\~onld lil<cl!~ 
agree that this sounds like morc fun. 



I 
William I. Hallahan 

DECtalk Software: 
Text-to-S peech 
Technology and 
Implementation 

DECtalk i s  a mature text-to-speech synthesis 
technology that Digital has sold as a series of 
hardware products for more than ten years. 
Originally developed by Digital's Assistive 
Technology Group (ATG) as an alternative to 
a character-cell terminal and for telephony 
applications, today DECtalk also provides visu- 
ally handicapped people access to information. 
DECtalk uses a digital formant synthesizer to  
simulate the human vocal tract. Before the 
advent of the Alpha processor, the computa- 
tional demands of this synthesizer placed 
an extreme load on a workstation. DECtalk 
Software has an application programming 
interface (API) that is supported on multiple 
platforms and multiple operating systems. 
This paper describes the various text-to-speech 
technologies, the DECtalk Software architecture, 
and the API. The paper also reports our experi- 
ence in porting the DECtalk code base from the 
previous hardware platform. 

During the past ten !rears, advances in conqxlrcr po\\.cr 
ha\$e created opporti~nitics for \roicc input and out-  
put. Many major corpor.itions, including Digital, 
provide di~tabase access through the telephone. The 
advent of Digital's Alpha processor has changed the 
economics o f  speech s!~nthcsis. Instead of a n  cspen- 
sive, dedicated circuit card that supports only a single 
channcl o f  synthesis, systcm cic\,elopers can i~sc  an 
Alpha-based workstation to  support many channels 
simuitaneously. In  addition, since test-to-speech con- 
version is a light load for an Alpha processor, applica- 
tion dcvelopcrs can freely integrate test to speech into 
their prodi~cts. 

Digital's I)F,<:wll< Soh\,,lrc pro\ridcs n~tur.11-so~1nd- 
i~ ig ,  highly intelligible test-to-speech spntlicsis. It is 
available for the Digital UNIX operating system on 
Digital's A.lp1i.i-based plathrms and for blicrosofi's 
Windo\vs NT operating system on both Alpha and 
Intel processors. 1)ECtalk Sofnvare provides an easy 
to-LISC application programming interbcc (AP[ )  that is 
fi~lly integrated with the comp~~tc r ' s  auclio subs)~stem. 
The test-to-speech code \\.as ported from the sohvare 
for the DF,(:talk PC, card, a linrd\\,are prod~lct made by 
lligital's Assisti\.c Tcchnolo~y Group. -l7l1is sof't\\,arc 
co~!stitutcs over 30 man years of development effort 
and contains approsimatcl!r 160,000 lines o f  C: pro- 
grmmniing langi~agc codc. 

This paper begins b!, discussing the features of 
13ECtalk Soh\,are and brictl!, describing the \ I ; ~ ~ ~ O L I S  - 

test-to-spcccli tc~h~iologics.  It t l ~ e ~ i  prcscnts a dcscrip- 
tion of the DECtalk Soh\larc architecture and the 
APT. Finally, thc paper relates our cspcricncc in port- 
ing the DE(:tall< code base. 

Features of DECtalk Software 

"l'lie DECtalk Software dc\~elopment kit consists of a 
shared library (a dynamic link library on Windows 
NT), a link librar!; a hcadcr tile that defines tlic s1.m- 
bols and fi~nctions used by I>ECtalk Soft\\rarc, sample 
'~pplications, and salnplc source codc that cicmon- 
stratcs thc AI'I. 
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DECtalk Sofhvare supports nine preprogrammed 
voices: four male, k ) i~ r  female, and one child's voice. 
Both the API and in-line test commands can control 
the voice, the speaking rate, and the audio volume. 
The volume command supports stereo by provjding 
independent control of the lee and right channels. 
Other in-line commands play wave audio files, gen- 
erate single toiles, or generate dual-tone multiple- 
frecluency (DTMF) signals for telephony applications. 

Using the test-to-speech API, applications can play 
speech through tile computer's audio system, write 
the speech samples to a wave audio file, or  write the 
speech samples to buffers supplied by tlie application. 
DECtalk Sohvarc produces speech in 3 audio fonnats: 
16-bit pulse code modulation (PCM) samples at an 
11,025-hertz (Hz) saniple rate, 8-bit PCM samples at 
an 11,025-Hz sample rate, and p l a w  encoded 8-bit 
samples at an 8,000-Hz sample rate. The first nvo for- 
mats are standard multimedia audio formats for per- 
sonal computers (PCs). The last format is the standard 
encoding and rate used for telephonv applications. 

The API can also load a user-generated dictionary 
that defines the pronilnciation of application-specific 
c\lords. The development kit provides a \vindo\v- based 
tool to generate these dictionaries. The kit also con- 
tains a window-based application to speak text and an 
electronic mail-notification program. Sample source 
code includes a simple \vindow-based application that 
speaks text, a command line application to spcalc tcst, 
and a speech-to-memory sample program. 

The version of DECtalk Software for Windo\vs NT 
also provides a text-to-speech dp~laniic data excl~;lngc 
(DDE) server. This server integrates with other appli- 
cations such as Microsofi Word. Users can select tcst 
in a Word document and then proofread the test 
merely by clicking a button. This paper was proofread 
itsing DECtallc Sohvare running a native version of 
Microsofi Word on an Alphastation u~orkstatiori. 

Speech Terms and DECtalk Software 

Human speech is produced by the vocal cords in tlic 
larynx, thc trachea, tlie nasal cavity, the oral cavity, the 
tongue, and the lips. Figure 1 shows the human 
speech organs. The glottis is the space bet\\,een the 
vocal cords. For voiced sounds such as \~on~cls,  the 
vocal cords produce a series of pulses of  air. The p ~ ~ l s e  
repetition frequency is called the glottal pitch. The 
pulse train is referred to  as the glottal wavefornm. The 
rest of the articulatory organs filter this \\~a\.eform.' 
Tile trachea, in conjunction \\lit11 tlie oral cavity, the 
tongue, and the lips, acts like a cascade of resonant 
tubes of  varying nridths. The pirlse energy reflects 
baclward and forward in these organs, which causes 
energy to propagate bcst at certain frequencies. These 
arc called the formant frequencies. 

VOCAL CORDS 

Figure 1 
The Spcech Organs 

The primary discrimination cues for different \,o\vel 
sounds are the values of the first and second formant 
freql~ency. Vowels are either front, mid, or  back vow- 
els, depending on tlie place of articulation. They arc 
eithcr rounded or  unrounded, depending on  the posi- 
tion of the lips. Anicrican English has 1 2  \.o\\~l 
sounds. Diphthongs arc sounds that change smoothly 
from one vowel to another, such as in boy, hozc: and 
h q ~ .  Other voiced sounds includc the nasals nz, 12, and 
i q j  (as in iizg). T o  produce nasals, .I person opens tlie 
velar flap, \\diich connects the throat to the nasal cavity. 
Liquids are the \$owel-like sounds / and  r Glides are 
the sounds.y (as in ~ l o ~ i )  and zo (as in icic). 

Breath passing through a constriction creates tur- 
bulence and produces i~n\~oiced sounds. f and s are 
i~nvoiced sounds called fi-icatives. A stop (also callcd a 
plosive) is a morncl1tar)l blocking of  the  breath 
stream followed by a sudden release. The consonants 
p, b. I. (1. k. and g are stop consonants. Opening tlie 
mouth and cxhaling rapidly produccs the consonant 
h. The h sound is callcd an aspirate. Other co~lso-  
nalits such a s p ,  r. arid k frequently end in aspiration, 
especially when tlie)l start a word. An affricative is a 
stop immediately .follo\\~cd by a fricative. The English 
sounds ch (as in chezc: and . j  (as in , ~ L I I . )  are affi-icatcs. 

These sounds are all American English phonemes. 
Phoncmcs are the srnallcst units of speech that distin- 
guish one utterance from another in a particular 
laaguage.' hi alloplionc is an acoustic manifestation 
o f a  phoneme. A particular phonemc may I~ave Inany 
allophones, but each allopho~le (in contest)  will 
S O L I I ~ C ~  like the same phoneme to a speakcr of thc lan- 
guage that defines the phoneme. Another \vay of say- 
ing  this is, if two sounds have different acoustic 
manifestations, but  the use of  either one does not 
change thc meaning of an  utterance, then by defini- 
tion, thcy are the same phonemc. 
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Phones are the sets of all phonemes and allophones 
for all languages. Linguists have developed an interna- 
tional phonetic alphabet (IPA) that has symbols for 
almost all phones. This alphabet uses many Grcek 
letters that are difficult to represent on a computer. 
American linguists have developed the Arpabet 
phoneme alphabet to  represent American English 
phonemes usi~ig nornmal ASCII characters. DECtalk 
Software supports both the IPA symbols for American 
English and the Arpabet alphabet. Extra symbols are 
provided that either combine certain phonemes o r  
specifi certain allophones to allow the control of fine 
speech features. Table 1 gives tlie DECtalk Sofnvare 
phonemic s y n ~  bols. 

Speech researchers ofien use the short-term spec- 
trum to represent tlie acoustic manifestation of  a 
sound. The short-term spectrum is a measure of the 
freqi~ency content of a windo\\/ed (time-limited ) por- 
tion of  a signal. For speech, the time \vindow is typi- 
cally benveen 5 n~illiseconds and 25 milliseconds, and 

Table 1 
DECtalk Software Phonemic Symbols 
- - - -  

Consonants Vowels and Diphthongs 

bet 
chin 
debt 
this 
bottle 
button 
fin 
guess 
head 
gin 
Ken 
let 
met 
net 
sing 

Pet 
red 
sit 
shin 
test 
thin 
vest 
wet 

Yet 
zoo 
azure 

aa Bob 
ae  bat 
ah but 
a o  bought 
a w  bout 
ax about 
ay bite 
eh be 
ey bake 
ih bit 
ix kisses 
iy beat 
ow boat 

OY boy 
rr bird 
uh book 
uw lute 
yu cute 
Allophones 
dx rider 
Ix electric 
q we eat 
rx oration 
tx Latin 
Silence 

(underscore) 

the pitch freque~mcy of voiced sounds varies from 80 
H z  to 280 Hz. As a result, tlie time window ranges 
from slightly less than one pitch period to  several pitch 
periods. The glottal pitch frequency changes very little 
in this interval. The other articulatory organs move 
so little over this time that their f ltering effects d o  
not change appreciably. A speech signal is said to  be 
stationary over this interval. 

The spectrum has two components for each fre- 
quency measured, a magnitude and a phase shift. 
Empirical tests show that sounds that have identical 
spectral magnitudes sound similar. The relative phase 
of the individual frequency components plays a lesser 
role in perception. Typically, we perceive phase differ- 
ences only at the start of  low frequencies and only 
occasionally at the end of a sound. Matching the spec- 
tral magnitude of a synthesized phoneme (allophone) 
\vith the spectral magnitude of the desired phoneme 
(taken from human speech recordings) al\\la!ls 
iniproves intelligibility.TThis is the synthesizer calibra- 
t i o~ i  technique used For DECtalk Sohvare. 

A spectrogram is a plot of spectral magnitude slices, 
with frequency on  the y axis and time on the :x axis. 
The spectral magnitudes are specified either by color 
or  by saturation for nvo-color plots. Depending on tlie 
time interval of the spectrum windo\\,, either the pitch 
frequencp harmonics o r  the formant structure of 
speech may be viewcd. I t  is even possible to ascertain 
what is said from a spectrogram. Figure 2 sho\\~s spec- 
trograms of both synthetic and human speech for the 
same phrase. The formant frequencies are the dark 
regions that move up and do\vn as the speech organs 
change position. Fricatives and aspiration are charac- 
terized by the presence of high frequencies and usually 
have much less encrgy than the fornmants. 

The bandwidth of  speech signals extends to over 
10 kilohertz (kHz)  altliough rnost of the energy is 
confined belo\\, 1,500 Hz. The minimum intelligible 
bandwidth for speech is about 3 kHz, but using this 
bandwidth, the qi~ality is poor. A telephone's band- 
width is 3.2 kHz. The DECtalk PC product has a 
speech bandwidth just under 5 kHz, which is the same 
as the audio bandwidth of an AM broadcast station. 
The sample rate of a digital speech system must be at 
least twice tlie signal band\vidth (and might have to be 
higher if the signal is a bandpass signal), so the 
DECtalk PC uses a 10-kHz sample rate. This band- 
width represents a trade-off benvcen speech quality 
and the amount ofcalculario~l (or CPU loading). The 
DECtalk Softcvare s!lnthesizer rate is 11,025 Hz,  
which is a standard PC sample ratc. An $-kHz rate is 
provided to support telephony applications. 

People ohen perceive acoustic events that have 
different short-term spectral magnitudes as the same 
phoneme. For example, the k sound in the words kill 
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Figure 2 
T\\.o S p ~ t r o g r m ~ s o f  t l ~ c  'I'tcernncc "1,inc u p  a t  thc screen door." T'hc ~~ppci. spcctrogl.;llii is the autho~-'s spcccll. 
Tlic lo\\.cl- specti-o%l-;uni is synrhcric spccsh produccd by I)ECtulk Sofr\\.arc. 

and cool have \,cry different magnitude spectra. An 
Arncric,in perceiircs the n\!o spectra ns the sanie sound; 
lio\\,c\-cr, tlie sounds .ire \,cry different to someone 
froni Saudi Arabia. A Japanese person does not per- 
cci\ic any difference bct\\leen the \\lords ca r  anci c~ r l l .  
To ;In English speaker, the r and  the /sound diffcrcnt 
c\.cn thougli they Iha\~c nearly identical magnitude 
spcctm. 1 sountis in the \\.orcis cal l  . ~ n d  k~/!l'arc dif- 
ferent spectrally (acoi~stically) but have the s i ~ i ~ c  
s o ~ ~ n c i .  Thus they ;ire tlie saliic phoneme in English. 

Several allophoncs are recl~~ircd to represent the k 
plloncme. Most consonant phonemes r e q ~ ~ i r c  sc\.cral 
different allophoncs because rhc \~)\\rcl so~lnds nest to 
tlicm change their acoustic nlanifcstations. This effect, 
called coarticulation, occurs bcca~rsc it is often unncc- 
essary for the articulatory organs to reach the tin'll 
position used to gcncratc a phoneme; they merely 
~lecii to gesture to\\f,ird the tin.11 position. Another 
t!rpe of coarticulation is part of  the granlnlar of a 
I a n g i ~ ~ g c  For esamplc, tlie phrase clorr ' I , ) - o L I  is oftcn 
pronounced ~1oa11 c/?oo. 

All allophones that represent the phoneme X? nrc 
prociuced by closing the \.elurn atiri then sudticnl!, 
opc~iing it and releasing the breath strcani. Speakers o f  
the English lang~lagc percei\:c all tlicsc alloplioncs as 
the snnic sound, \vIiich suggests that sy~ltlicsis may be 
niodclcd by an articulatory model of speech produc- 
tion. This model \\,o~rld presumably handle coarricula- 
tion effects that are ilot due to gramm.ir. It is currc~lrl!, 
not known how to  consistcntl!l dctcrniine spccch 
organ positions (or control strategies) directly t'roru 
acoustic speech data, so  articulatory models have had 
little success for test-to-speech synthesis.' 

For English, tlic voicing pitch pro\ridcs cues to 
cl;iusc bou~ldaries and meaning. Changing the fie- 
q ~ ~ a i c ! ~  of the \.ibration of the \roc;il cords \varies the 
pitch. Intonation is t l ~ c  shape of the pitch \.ariation 
across 3 c l a ~ ~ s e .  The sentence "Tim is Ica\li~~g." is pro- 
nounced differcntl!] than "'l'irl1 is Icn\ring?" The Inttcr 
form rccluires diffcrcnt intonation, depending on  
\\.hcthcr tlic intent is to ernplinsizc tliat it is "Tim" 
\\.lie is Icnving, or  that "lca\,ingV is \ \hat  Tim is to tio. 
A \\rord or  phrase is stressed by il~crcnsing its pitch, 
amplitude, or duration, or so~iic combin~tion ofthcsc. 
Intolintion includcs pitch cllangcs iiuc to stl-css ;ind 
normal pitch \,;iriation across a clnusc. (:orrect intol1;i- 
tion is not al\\,ays possible bcc.~usc it 1-cc1~1ircs spcccli 
understanding. DECtalk So%\:arc pcrh,rms an analysis 
of clnusc structure that incl~tdes tllc fi)r111 classes of 
both \vo~-ds and punctuation and thcn applies a pitch 
contour to 3 cla~rsc. '.!3ic h r rn  class definitions includc 
symbols for the parts of speccli (article, adjccti\.c, 
adverb, conjunction, noun, preposition, verb, ctc.) 
and symbols to indicate if the \4rord is 3 number, an  
abbrc\intion, a ho~nogl-nph, or  a special \\,ord (rccl~~ir-  
ing special proprietary processing). For the scntcncc, 
"Till] is Icn\~i~ig?" the cluestion n1a1.k causes DF.(.:t;~lk 
Sofn\larc to raise the final pitch, hut n o  stress is put on 
'LTi~il" or  "Iea\~ing,') Nci~tral intonation sonictinlcs 
sounds boring, but at least it docs not sound t.i)olisli. 

Text-to-Speech Synthesis Techniques 

Early attcnlpts at  rest-to-speech synrhcsjs asscliiblcd 
claiiscs by concatenating recorded \\'orcis. This tccli- 
niquc produces cstrcmcly u~~naturul-soi~nding spcccl~. 



In c o n t i n ~ ~ o ~ ~ s  spccch, \\ford durations are ohen sliort- 
cned and coarticulation effects can occur ben\~ccn adja- 
cent \\lords. Tlicrc is also no \vay to adjust the intonation 
of recorded \vords. A huge \\~orci database is rccluircd, 
and words tllnt are not in the database cannot be pro- 
nounced. Tlic resulting speech sounds choppy. 

Another word concatenation technique ~ ~ s c s  rccord- 
ings of the fi)rniant patterns of words. A formant 
s!~ntliesizer srnoothcs formant transitions at tlie \vord 
boundaries. A \.ariation of this tccliniclue uses linear 
predictive cociccl (LPC) \\lords. An advantage of the 
formant syntlicsizer is that tlie pitch and dumtion 
of words may be varied. Unfort~~nately,  since the 
phoneme boundaries within a word are difficult t o  
determine, the pitch and duration of  the indi\,idual 
phonemes cannot bc changccl. This technique 'ilso 
requires a largc database. Again, '1 \\,ord can be spoltcn 
o~i ly  if it is i ~ i  tlic database. In  general, the cli~ality 
is poor, a l t l ~ o ~ ~ ~ l i  this teclinicluc has been used with 
some success to spcalt nunibcrs. 

A popular technique today is to store actual spcccli 
segments t l~a t  contain phonemes and phoncn~c pairs. 
These speech segments, ltno\\,n as diphones, are 
obtained from recordings of lhunian speech. Thc!l con- 
tain all coarticulation effects that occur for a particular 
language. Diplioncs are concatenated to produce \\~ords 
and sentences. This sol\,cs the coarticulation problem, 
but it is impossible to accurately modifil the pitch of 
any segment. The intonation across a cla~lsc is gcncr- 
ally incorrect. Even worse, the pitch varies fi-om scg- 
mcnt to segment within a \\lord. The resulting spccch 
so~rnds unn'ltl~ral, unless the system is spcalting a 
phrase that the cliphones came t iom (this is a dc\,ious 
marketing ploy). Ne\w-thclcss, diphone synthesis pro- 
duces speech that is fairly intelligible. Diphone syn- 
thesis requires relatively little compute power, but it is 
memory intensive. American English requires appros- 
imately 1,500 diphones; diphonc s\lntliesis \\rould have 
to proviclc a largc database of approximately 3 mega- 
bytes f'or each voice included by the system. 

1)ECtalk Sohvarc ~ ~ s c s  a digital tbrrnant s!lntliesizcr. 
The synthesizer input is derived from phonemic S~I I I -  
bols instead of storecl formant patterns '1s in a conven- 
tional formant s!fntlicsizcr. Intollation is based on 
clause structure. Phonetic rules determine coarticula- 
tion effects. TIic syntlicsizer requires only nvo tables, 
one for each gender, to niap allophonic variations of 
each phoneme to acoustic events. Modif cation of\wcal 
tract parameters in tlic synthesizer allo\vs tlie system to 
generate multiple voices \\4tho~1t a significant illcrease 
in storage requirenicnts. (The DE<:talk code and data 
occupy less than 1.5 megabytes.) 

l'oor-cludit)~ spccch is difficult to unclcrstand and 
causes fatigue. Linguists use standard phoncnie recog- 
nition tests and comprcliension tests to  measure the 
intelligibility of s!,ntIictic speech. The l)l'<:talk family 
ofprocii~cts achic\fes the highest tcst scores of all tcst- 
to-speech systems o n  the market.Visually liandi- 
capped indi\liduals prefer DECtalk o\lcr all other 
test-to-speech systems. 

How DECtalk Software Works 
DE<:tdl k Soh\,dre consists of eight proccssi~lg tlircads: 
(1) the test-queuing thrcacl, (2) tlic coninland parser, 
(3 )  tlic letter-to-sound con\!erter, (4) the phonetic and 
prosoclic processor, (5 )  tlie \local tract model (VTM) 
thread, ( 6 )  the audio tlircacl, (7) the s!~ncIironization 
tlircad, and (8) tlic timer thread. The test, VTM, 
auclio, synclironizatio~~, and timer tlircnds are not part 
o f  tlic DECtalk 1'C sofnvarc (the l>E(:talk PC VT&I 
is o n  a special Digital Signal Processor) and have been 
added to DECtalIt Sohvare. The auciio tliread creates 
the t i~ner  thread \\,lien the test-to-speech ~!~stcm is 
initializccl. Since the auclio thread clocs not usually 
open the a i~dio  device ~ ~ n t i l  a sufficiclit number of 
audio sa~iiples are ~ L I C L I C ~ ,  the timer thread serves to 
forcc the audio to play in case any saniplcs have becn in 
thc clucue too long. Tlic DECtalk Sofn\;are threads 
perform serial processing ofclata as slio\\,n in Figure 3. 

POLL AUDlu  
CALLBACK FUNCTION FOR UNIX. MESSAGE FOR WINDOWS NT POSITION 

CALLBACK FUNCTION FOR UNIX. MESSAGE FOR WINDOWS NT - SYNCHRONIZATION , SYNCHRONIZATION EVENT T H R E A D  TIMER THREAD 
I 

SYNCHRONIZATION - 
MESSAGES 

ASCII TEXT ASCII TEXT ASCII TEXT PHONEMES V T M  SPEECH 
COMMANDS SAMPLES 

KEY. 

--* INDICATES PIPES 

Figure 3 
Thc DE(:nlk Sohv.irc Architcct~~rc for Windo\\,s N T  
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Multitlireading allows a simple and efficient means 
of throttling data in multistage, real-time systems. 
Each thread passes its output to  the next thread 
through pipes. Each thread has access to  tcvopipe Iian- 
dles, one for input and one for output.  most threads 
consist of a main loop that has one or  more calls to a 
read-pipe fi~nction followed by one or  more calls to 
a write-pipe fi~nction. The write-pipe hnction will 
block processing and suspend the thread if the speci- 
fied pipe does not have enough free space to receive 
the specified amount of data. The read-pipe hnction 
will block processing and suspend the thread if the 
specified pipe does not contain the requested amount 
of  data. Thus an active thread will eventually become 
idle, either because there is not enough input data, or  
because there is no  place to store its output. 

The pipes are implemented as ring buffers. The ring 
buffer item count is protected by mutual-exclusion 
objects on the Digital UNIX operating system and by 
critical sections on  the Windows NT operating system. 
The pipes are created at test-to-speech initialization 
and destroyed during shutdo\vn. The DECtalk Sofnvare 
team impleniented these pipes because the pipe calls 
supplied with the Digital UNIX and Windows NT 
operating systems are for interprocess communication 
and are not as efficient as our pipes. 

The DECtalk Soft\vare threads all used different 
amounts of CPU time. The data bandwidth increases 
at the output of every thread between the command 
thread and the VTM thread. Since the VTM produces 
audio samples at a rate exceeding 11,025 samples per 
second, it is n o  surprise that the VTM uses the most 
CPU time ofall threads. Table 2 gives the percentage 
o f the  total application time used by each thread when 
the Windows NT sample application "say" is continu- 
ously speaking a large text file on an Alpha AXP 150  
PC product. The output sample rate is 11,025 Hz .  
Note that the "say" program main thread blocks and 
uses virtually no CPU time after queuing the test 
block. These percentages have been calculated from 
times obtained using the Windows NT performance 
monitor tool. 

Because the data bandtvidth increases at the output 
ofsuccessive threads, it is desirable to adjust the size of 
each of  tlie pipes ring buffers. If one imagines that all 
the pipes had an infi nite length (and the audio queue 
was infinite) and that the operating system switched 
thread contest only when the active thread yielded, 
then the text thread would process all the ASCII text 
data before the letter-to-sound thread ~vould run. 
Like\visr, each successive thread would run to comple- 
tion before the next thread became active. The system 
latency would be very high, but the thread switch- 
ing would be minimized. The system would use 100 
percent of the CPU until all the text was converted 
to audio, and then the CPU usage would become 

Table 2 
DECtalk Software Thread Loading 

Percentage of Total 
Thread Application CPU Time 

Application 1 .O 
(sa y.exe) 
Text queue 0.2 
Command parser 1.4 
Letter-to-sound 2.4 
processing 
Prosodic and 18.3 
phonetic processing 
Vocal tract model 71.9 
Audio 2.9 
Synchronization 0.0 
Timer 0.0 
System 1.9 

very low as the audio played out at a fixed rate. 
Alternatively, if all the pipes are made verv short, the 
system latency is lo\il. In this case, all but one of the 
threads will become blocked in a very short time and 
the startup transient in tlie CPU loading will be mini- 
mized. Untbrtunately, the threads will conscantl!l 
switch, resulting in poor efficiency. What is needed is 
a trade-off benveen these two extremes. 

For a specified latency, the optimum pipe sizes 
that minimize memory usage for a given efficiency 
are in a ratio such that each pipe contains the same 
temporal amount ofdata.  For example, let us assume 
that 64 text characters (requiring 64 bytes) are in the 
command thread. They produce approximately 100 
phonemes (requiring 1 ,600 bytes) at  the output  of  
the Jetter-to-sou~ld thread and approximately 750  
VTM control commands (requiring 15,000 bytes) at  
the output  o f t h e  prosodic and phonetics thread. In  
such a case, the size o f  the input pipes for the con>- 
niand, letter-to-sound., and prosodic and phonetic 
threads could be made 64,  1,600, and 15,000 bytes, 
respectively, to minimize pipe memory usage for the 
specified latency. (All numbers are hypothetical.) 
7l:lie pipe sizes in DF,Ctalk Software actually increase 
at a slightly faster rate than necessary. We chose tlie 
faster rate because memory usage is not critical since 
all the pipes are small relative to other data struc- 
tures. The  size o f  the VTM input pipe is tlie ~ i ios t  
critical: it is the largest pipe because it supports the 
largest data bandwidth. 

The Text Thread 
The text thread's only purpose is t o  buffer text so the 
application is not blocked during text processing. 
,411 application using text-to-speech services calls 
the TextToSpeechSpeak API f~~nc t ion  to queue a null- 
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terminated text string to the system. This API hnction 
copies the text to a buffer and passes the buffer (using 
a special message structnre) to  the text thread. This 
is done using the operating system's PostMessage 
fi~nction for Windows NT and a thread-safe linked 
list for Digital UNIX. Aher the text thread pipes the 
entire text stream to the command thread, it frees the 
text buffer and the message structure. 

The Command Processing Thread 
The conimaiid processing thread parses ~n-line text 
commands. These commands control the text-to- 
speech systcm voice selection, speaking rate, and audio 
\lolume, and adjust many other system state parame- 
ters. For DECtalk, most of these comrnands are of the 
form [ :  coniniand <parameters>]. 7;l-r~ string "[:" 
specifies that a command string follo~vs. The string "1" 
ends a command. The following string illustrates sev- 
eral in-linc commands. 

[:nb][:ra 2001 My name is Rctty. 
[:play audio.wav] 
[:dial 555-1212][:tone 700 1,0001 

This text will select the speaker \.oice for "Betty," 
select a speaking rate of  200 words per minute, speak 
the text "My name is Betty." and then play a wave 
audio file named "audio.\vav." Finally, the DTMF 
tones for the number 555-1212 are played follo\ved 
by a 700-Hz tone for 1,000 nlilliseconds. 

Because the text-to-speech system may be spealung 
while simi~ltaneousl~~ processing test in the command 
thread, it is necessary to synchronize the command pro- 
cessing with the audio. The DECtalk PC product (from 
wl-rich we ported the code) did not perform synchro- 
nization i~nless the application placed a special string 
before tlic \~olunie com~nund. For DECtalli Sofnvare, 
asynchrono~~s control of all f~~nctions provided by 
the in-line commands is already available through the 
test-to-spcech APT calls. For this reason, the DECtalk 
Sohvare in-line commands are all synchronous. 

Tlie DE<:talk command [:volume set 701 will set 
the audio volume level to 70. Synchronization is per- 
formed by inserting a synchronization symbol in the 
test stream. This synibol is passed through the system 
until it rcaches the VTIM thread. When the VTM 
thread receives a synchronization symbol, it pipes a 
message to thc synchronization thread. This message 
causes the synchronization thread to signal an event as 
soon as all audio (that was queued before the message) 
has been played. Tlie volume control code in the con?- 
mand thrcaci is blocked until this event is signaled. The 
synchronization thread also handles commands of  the 
form [:index mark 171. Index mark commands may 
be used to send a message value (in this case 1 7 )  back 
to an application \\/lien tlie text up to the index mark 
command has been spoken. 

The command thread passes control messages such 
as voice selection and speaking rate to the letter-to- 
sou~ id  and the prosodic and phonetic processing 
threads, respectively. Tone commands, index mark 
commands, and synchronization symbols are format- 
ted into messages and passed to the letter-to-sound 
thread. The command thread also pipes the input text 
string, with the bracketed com~nand strings removed, 
to the letter-to-sound thread. 

The Letter-to-Sound Thread 
The letter-to-sound (LTS) thread converts ASCII text 
sequences to phoneme sequences. This is done using a 
rule-based system and a dictionary for exceptions. I t  is 
the single most complicated piece of  code in all of  
1)ECtalk Sohvare. Pronunciation of English language 
words is complex. Consider the different pronuncia- 
tions of  the string ozigh in the words ro~igh,  rhrozrgb, 
bollgh. thought. cio~igh, co~lgh,  and hiccoz.lgh."~\~en 
though the LTS thread has more than 1,500 pronun- 
ciation rules, it requires an exception dictionary with 
over 15,000 words. 

Each phoneme is actually represented by a structure 
that contains a phonemic syn~bol and phonemic attri- 
butes that include duration, stress, and other propri- 
etary tags that control phoneme synthesis. This is how 
allophonic variations ofa phoneme are handled. 111 tlie 
descriptions that follow, the term phoneme refers 
cither to this structure or  to the particular phone spec- 
ified by the phonemic symbol in this structure. 

T h e  LTS thread first separates the text stream into 
clauses. Clai~se separation occurs in speech both to 
ellcapsulate a thought and because o four  limited lung 
capacity. Speech run together \vith no breaks causes the 
listener (and the speaker) to become fatigued. Correct 
clause separation is important to achieve natural into- 
nation. Clauses are delineated by commas, periods, 
exclamation niarks, question niarks, and special words. 
Clause separation requires sinlultaneous analysis of the 
test stl-eam. For example, an abbreviated \vorcl does 
not end a clause even though the abbreviation ends in 
a period. If the text stream is sufficiently long and no 
clause delimiter is encountered, an artificial clause 
boundary is inserted into the text stream. 

After clause separation, tlie L.TS thread performs text 
normalization. For this, the LTS thread provides spe- 
cial processing rules for numbers, monetary amounts, 
abbreviations, times, in-line phonemic sequences, and 
even proper names. Text normalization usually refers 
to text replacement, but in  many cases tlie L,TS thread 
actually inserts the desired phoneme sequence directly 
into its output phoneme stream instead of replacing 
the text. 

The LTS thread converts the reniaining unprocessed 
words to phonemes by using either the exception dic- 
tionary or u rule-based LL~i-r~)rph" lesicon. (The term 
tnorpb is derived from morpheme, the minimum unit 
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of meaning for a language.) Ry  combining these nvo 
approaches, memory utilization is niinirnized. A user- 
definable dictionary may also be loaded to define 
application-specific terms. During this conversion, the 
LTS thread assigns one or  more form cl.lsscs to each 
word. As mentioned previously, form class definitions 
incli~cle symbols for abbreviations and honiographs. 
A homograph is a \\lord that has more than one pro- 
nunciation, such as nlterrratc o r  console.. DECtalk 
Software pronol.lnces most abbreviations and liomo- 
graphs correctly in contest. An alternate pronuncia- 
tion of a homograph may be forceci by inserting the 
in-line command [:pron alt] in Front of  the \\rord. 
DECtalk Sofnvare speaks the phrase "Dr. Smith lives 
on Smith Dl-." correctly, as "Doctor Smith lives on 
Smith Drive." I t  uses the correct pronunciation of the 
homograpl~ lil.'c.s. 

Before applvi~ig rules, the LTS thread performs a 
ciictionary I o o k ~ ~ p  for each unprocessed word in a 
clause. If the lookup is succcssfi~l, tlie word's h r n i  
classes and a storcd phoncmc sequence are cstractcd 
from tlie dictionary. Other\\,isc, tlie \\:ord is tested for 
an English suffix, using a suffix table. If n suffix is 
founci, somet i~~ics  the form class of the \\,ord can be 
inferred. Suffix ~ L I I C S  are applied, and the dictionary 
lookup is repeated with the nc\v suftiis-strippcci \\ford. 
For e sa~ i~p lc ,  tlic \\lord tc.s/ii~g rccll~ires tlic rule, locate 
tlie suffix irrg and remove it; whereas the \\lord n~n/yz-  
i,rg recluires the rule, locate thc suffix i i ~ a n d  replace 
it with e. Thc suffix rules ancl the dictionary lookup are 
recursi\re to  handle \\lords that end in nii~ltiplc suffises 
such as e1z~lless()1. 

I f thc  word is not in the dictionary, the LTS thread 
performs a decomposition of the word  sing niorphs. 
1)ECtalk uses a morph tablc to look up tlic pllonenlic 
rcprcsentation of portions of \\lords. A niorpli alurays 
maps onto  one or  riiore English \\lords a ~ i d  can be 
represented by a letter string. Mol-phs gencmlly consist 

of one o r  more roots that may contain affixes and S L I ~ -  
fixes. Atliough new \\,ords niay frequently be added to 
a language, nc\v morplis arc rarely added. The!, arc 
essentially sound groupings that make up many of the 
\vords of a Iilnguage. I>E(:talk contains ,I tablc \\it11 
liuncireds of morplls and their phonemic rcprcscnta- 
tions. Either a single character or  a set of characters 
that results in 3 si~iglc plio~ic~iie is rcfcrrccl to as .I 

grapheme. Thus this portion of  tlic letter-to-sound 
con\lersion is referred to as the graplicmc-to-pho~~e~iic 
translator. Figure 4 sho\\,s tlie architecture of the l.,'1'S 
tht-cad. 

~Morphcnics are abstract gramnintical units and \\,ere 
originally defined to describe n~ords  tliat can be scg- 
mented, such 3s tall, ~ a l l ~ i ;  and /a//os/. Tlie \\/o~-d 
/al lcs~ is 1i1adc from the morphemes lnll and cst. Tlic 
\\lord ILY>III decomposes into thc morphemes go kind 
1'AST. Thus a morplicmc does not ncccssaril!~ ninp 
directly onto  a cleri\lcd \vord. 1Many of the pronuncia- 
tion rules are based o n  tlie morphen~ic rcprcsentations 
of \t.ords. 

iMany morplis ha\,c ~ucrltiple phonemic reprcscnta- 
tions tliat can depend on cithcr Ivord or  plio~iemic con- 
text. The correct phonemic symbols arc determined by 
morpliophonc~iiic rules. For csnmplc, plural \\,ords tlint 
elid in the morpheme s are spolcen by appending either 
rlic s, the I, or tlic eh r pli~ral rnorphcmc.; (expressed 
as Arpabet phonemic symbols) at the end of the \\.ord.- 
Which allomorpli is ~ ~ s e d  depends on the final 
plionemc of tlic \\lord. Allo~i~orplis ,lrc morplicmes 
with alternate phonetic forms. For another esaniplc 
r eq~~i r ing  a ~iiorptiophonc~~iic rule, corisidcr the final 
phoneme of the \\~ord rhc \s~hcn pronouncing L'tlic 
apple," and "tlie boy." 

After applying many morphophonc11iic rules to the 
phonemes, tlic LTS thread performs s!.llnbification, 
applies strcss to certain syllnbles, and pcrk)rms allo- 
phonic recoding of the phoneme strciim. The L1-S 
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Norc that  the grapheme-to-plio~ic~i~e rules nrc 11scd only if the rficrio~rary .lookup l i i ls .  
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One of these, the formant scale factor, is multiplied 
by the first, second, and third formant frequencies in 
each voice packet. Other parameters include the values 
for the frequencies and bandwidths of the fourth and 
fifth formants, the gains for the voiccd path of tlie 
VTM, the frication gain for the unvoiced path of the 
VTM, tlie spealter breathincss gain, and the spealter 
aspiration gain. 

Each voice packet produces one speech frame of  
data. The output sample rate for DECtalk Sohvare 
is either 8,000 Hz or  11,025 Hz. For each of  these 
sample rates, a frame is 5 1 and 71 samples respectively. 
Each voice packet includes frequencies and band- 
widths for tlie first, second, and third formants, the 
nasal antiresonator frequency, the voicing source gain, 
and gains h r  each of the parallel resonators. Figure 6 
shows the basic architecti~re of the VTM.Y The  VTM, 
in conjunction with the PH rules, simulates tlie speech 
organs. 

The VTM consists of  nvo major paths, a \loiced path 
and an un\loiced path. The voiced path is escited by a 
pulse generator that simulates the vocal cords. A nuin- 
ber of  resonant filters in series simulate the trachea. 
These cascaded resonators sirnulate a cascade of tubes 
of varying \\lidths.'" A nasal filter in series with tlie res- 
onant tube model simulates the do~ninant  resonance 
and antiresonance of  the nasal cavity." Thc cascade 
resonators and the nasal filter complete the "voiced" 
path of the VTM. 

Unvoiccd sounds occur as a result of  chaotic turbu- 
lence produced wlien breath passes through a con- 
striction. This turbulence is difficult to model. I n  our 
approach, the VTM matches the spectral magnitude of 
filtered noise with the spectral magnitude of  tlie 
desired ~ ~ ~ i v o i c e d  phoneme (allophone). The noise 
source is realized by filtering the output of  a uniform- 
distribution rando~n number generator. Unvoiced 
sounds contain both resonances and antiresonances. 

Another approach to  obtain an appropriate fre- 
quency characteristic is to filter the noise source signal 
using a series of parallel resonators. A consequence of 

GENERATOR FILTERS 

PITCH AND GAIN FORMANTS, 
BANDWIDTH, SPEECH 
AND GAINS 

NOISE SOURCE UNVOICED 
PATH FILTERS 

Figure 6 
Basic Architecture of the Vocal Tract Model 

putting resonators in parallel is t o  create antireso- 
nanccs. Tlie positions of these antiresonances are 
dependent on  the parallel formant frequencies, hut it 
has been empirically determined that this model pro- 
vidcs more than enough degrees of freedom to closel!~ 
match thc spectral magnitude of any unvoiced sound. 
The noise source generates fricatives, such as s, plosi\fes, 
sucli asp, and aspirates, such as h. The noise source also 
contributes to some voiced sounds, such as h, 8, and z. 
The noise source output may also be added to the 
input of the voiced path to produce aspiration. To gen- 
erate breathy vowels, the parallel formant frequencies 
are set eqi~al to the cascade formant fi.equencies." 

The radiation characteristic of tlie lips approximates 
a differentiation (derivative) of the acoi~stic pressure 
\va\/e. Since all the filters in the VTM are linear and 
time-invariant, the radiation effects call be incorpo- 
rated in the signal sources instead of at the o i~ tpu t .  
Thereforr the glottal sourcc ( p ~ ~ l s e  source) produces 
differentiated pulses. The differentiated noise signal is 
tlie fltcrcd first differencc of a uniform-distribution 
random number generator. 

The DECtalk Sohvarc  VTM (also known as the 
Matt Synthesizer) is shown in Figure 7. Tlie italicized 
terms arc citlier speaker-dependent parameters or  con- 
stant values. All other parameters are updated every 
frame. Depending on tlie system mode, the audio 
samples generated for each frame are passed to the 
~ L I ~ P L I ~  routine and subsec]ue~~t!)r are either queued to 

the audio device, written to n \\lave a u d i ~  filc, or  \\lrit- 
ten to a buffer provided by tlie application. M c r  gen- 
erating a speech frame, tlie VTM code increases the 
audio sample count by the frame size. This count is 
sent to the synchronization thread \vlienc\~er a syn- 
chronization s)lmbol or  an indes mark is received by 
the VTM thread. The count is reset t o  zero at startup 
and \\lhene\rer the text-to-speech system is reset. 

Tone nicssages are processcd by the VTiM thread. 
Tone messages are for si~igle tones o r  DTMF signals. 
Each tonc message includes two frequencies, nvo 
arnpliti~dcs (one for each frequency), and one duration. 
For a single tone message, the amplitude for the sccond 
frecluency is zero. Tone s)r~~tlicsis code generates tone 
frames and queues them to the output routine. Tlie 
first 2 lnilliseconds and the last 2 ~r~illiseconds of a tone 
signal arc niultiplied by either a rising o r  ,I f a l l i ~ i ~  
cosine-squared shaping fu~iction to  limit the out-of- 
band pulse energy. Each tonc sample is synthesized 
using a sinusoid look-up tablc.'" 

The Synchronization Thread 
The s)lnchronizatio~i thread IS idle ~ ~ o l e s s  the VTIU 
thread fc)r\vards a synchronization symbol message or  
an indcx mark message. Both messages cont'lin tlie 
current audio sample count. The  index mark lncssage 
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Figure 7 
The  DECtalk Sohvn\,dl.c Vocal Tract Model (also k ~ i o \ \ r n  as the lUatt Synthesizer) 

also contains an index mark number from 0 to  99. 
Afier receiving one of these messages, the spnchro- 
nization thread periodically polls the audio thread 
until the indicated audio sample has been played. If 
the message contained a synchronization s)lmbol, an 
event is set that unblocks the coni~nand thread. If it is 
an indes mark message, the synchronization thread 
sends the indes mark number back to the application. 
For the Digital UNlX operating system, this number 
is returned by calling a callback fi~nction that the appli- 
cation specifies when DECtalk S o h l a r e  is started. For 
the Windows NT operating system, the SendMessage 
function is used to return the indes mark number 
to the application. The message is sent to  a window 
procedure specified by the win do\\^ handle that is pro- 
vided when the test-to-speech system is started. 

The Audio Thread 
The audio thread manages all activities associated with 
playing audio through the computer's sound hard- 
ware. An audio API insulates DECtalk Sokvare from 
the differences between operating systems. The audio 
API conimunicates with the audio thread. The V T M  
thread calls an audio API queuing function that writes 
samples to a ring buffer that is read only by the audio 
thread. The audio thread opens the audio device after 
approximately 0.8 seconds of audio saniples have been 
queued and closes the audio device when there are no 
Inore samples to play. If the number of audio samples 
in the queue is too  small t o  cause the audio device to 
be opened, and the flo~v rate (measured over a 100- 
millisecond interval) into thc audio ring buffer is zero, 
the tinier thread ~vill send the audio thread a message 
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that causes the a11di0 device to open and start playing 
audio. When auclio either starts or  stops playing, a 
message is sent to the application. 

For the Digital UNIX opcrati~ig system, the audio 
thread is an intcrhcc to the low-lc\,cl audio fi~nctions 
of the Multimedia Services h r  Digital U N I S  (IUMS) 
product. MMS provides a server to  play a i~dio  and 
\.idco. 

For the Windo\vs NT operating system, the imple- 
mcntation also uses the systclu lo\\?-lc\~el audio func- 
tions, but thcsc f i~nctio~ls intcrhce directly with a 
system audio dri\,cr. The audio API pro\,idcs cnpabili- 
tics to pause the audio, resume paused a ~ ~ d i o ,  stop 
audio fieom playing and canccl all cl~leued audio, get thc 
audio volume level, set the audio \rolume level, get the 
number ofaudio samples pl3ycd) get the audio ti~rmat, 
and set the a ~ ~ d i o  format. An in-line play command can 
be used to play audio files. DE(:tnl k Sofi\varc uses the 
get fixmat and set format audio capabilities to dynami- 
cally change t l ~ c  ai~dio format so it can play an audio file 
that has a format difkrent from the form.~t generated 
by the VTM. 

DECtalk Software API 

In  the mid-1980s, researchers at Digital's Cambridge 
Rescarch Lab ported the I>ECtallc tcst-to-speech 
C language-based code to  the ULTFUS operating 
system. Tlie comnland, L.TS, I'H, and VTM portions 
of thc  system \\,ere different processes. Tlic pipes \\!ere 
implcniented using stnndard UNIX T/O ha~idlcs, stdin 
ancl stdout. These, along \vith an audio dri\.cr process, 
were combined into a command procedure. This 

system lacked many of the rilles and features found 
in DECtalk Sohvarc  today, but it did de~nonstrate 
that real-timc speech syntlicsis \\,as possible on a \vork- 
station. Before this time, DECtalk required specialized 
Digital signal-processing hnrd\vare for real-time opcr- 
, ~ t i o n . ' W ~ i  J 1)ECstation Model 5000/25 u~ork-  
station, tlic test-to-speech implementation used 65 
percent of tlic CPU.  If thc o i ~ t p ~ ~ t  sample r ~ t c  of this 
s!.stem had been raised from 8,000 Hz to  11,025 Hz, 
the highest-cl~1n1it-y rate provided by l)E(:tallc Soh\larc, 
it would  ha\^ loaded approximately 89 percent of 
tlie CPU.  Workstation test-to-speech s!,ntlicsis, \\.liilc 
possible, \\,as still very espcnsi\'c. 

The power of tlie Alpha CPU has changed this. 
Today, man!] copies of l)E<:talk Soft\varc can run 
sirn~rltanco~~sly on Alpha-bnscd systems. Spcccll syn- 
thesis is no\\ ,  a \.iablc niultimedia form. This change 
created the need for a test-to-speech API. Table 3 
sho\\~s tlic l>F.(:talk Soft\\iare CPU load for va r io~~s  
computers. 

On Alpha systenls, the performance of I>E<:t~ilk 
Sohvare dcpends primaril!. o n  the SPt;.<:mark rating 
of tlic conlputcr. A Iesscr considemtion is the scc- 
ondary cachc size. System bus bandwidth is not a lim- 
iting factor: Tlie conibincd data ratcs for the test, 
phonemes, and audio arc extremely lo\\, relative to 
nlodem bus speeds, even \\,hen runni~ig tlic maximum 
number of I-cal-time test-to-speech proccsses that the 
prO"SS0r call SLlpport. 

The Al'1 \\.c have dcvclopcd is the rcsiilt of collabo- 
ration between several 01-ganizations \vithin Digitnl: 
the Light and S o ~ ~ n d  Group, the Assisti\,c 'Tcclinolop 
Group, the Cambridge Rcscarch Lab, and thc Voice 

Table 3 
DECtalk Software CPU Loadina versus Processor SPECmarks 

Secondary Audio 
Clock Cache Rate Total CPU 

System (MHz) Processor (MB) SPECint92 SPECfp92 (kHz) Load (%) 

Alpha AXP 150 Alpha 512 80.9 1 10.2 1 1,025 8 
150 PC 2 1064 
Alphastation 266 Alpha 2,048 198.6 262.5 1 1,025 2.4 
250 41266 2 1064 
workstation 
DEC 3000 200 Alpha 
Model 800 2 1064 
workstation 
DEC 3000 275 Alpha 
Model 900 2 1064A 
workstation 
Alphastation 233 Alpha 
400 41233 21 064A 
workstation 
Alphastation 266 Alpha 
600 51266 21164 
workstation 
XL 590 PC 90 Pentium 51 2 Unknown NIA 1 1,025 24 



and Tclccom Engineering G r o ~ ~ p .  We had t\vo basic 
rcqi~iremcnrs: We \\,anted the API to be easy to use 
and to \\.orl< \\lit11 any  test-to-speech system. While 
creating the API, \\,e defined i~iterfaccs so  that h ~ t u r e  
irnpro\,emcnts to  the test-to-speech engi~ic \ \ , o ~ ~ l d  not 
require :In)/ Al'I calls to be cliangcd. (Customers fi-own 
o n  product updates th.lt rccli~ire re\\rriting code.) 
Some decisio~is ~ \ ~ c r e  co~itro\~crsial. So~i le  contributors 
felt that the test-to-spcccli system should return 
speech samples only  in memory buffers, and tlie 
application should sliouldcr the burden of interfacing 
to the \\~orltstation's auclio subsystem. Tlie other 
approach \\.as to support the standarc1 \\rorkstation 
audio (\\.hicIi is platform dependent) and to prolride 
an  AI'I call tliat s\\,itchcd the s!rsteni into n sprech-to- 
memory motic. VVc sclcctcd the 1.1ttcr approach 
because it simplifies usage for most applications. 

The API Functions 
?'llc core test-to-spccch API firnctio~is are the 
TcxtToSpccchStarti~p f ~nction, the TestT(Spcec11Spcak 
h~nction, and the TestToSpccchShutdo\\,n Function. 
The simplest application  night use only tlicsc three 
functions. 

All applic;ltions  sing rest-to-speecli must call the 
TtstToSpecchStartup f~nc t ion .  This Function crcates 
all the DE<:talk system tlircads and passes back a han- 
dle to the test-to-specch systcn~. The handle is used in 
subsequent test-to-speech AI'I calls. The startup h n c -  
tion is tlic only API f~nc t ion  tliat lias different argu- 
Incnts for the Digital U N I S  and the Windo\\,s NT 
operating systems. This is necessary because the asyn- 
chronous reporting mech,lnism is a callback function 
for Digital U N I S  and is ,I systcm message for Windours 
NT. The rkstToSpeecliShutdo\\~~i h~nction frees all 
system rcsourccs and shuts do\ \n  the tlircads. This 
\vould normally 1x2 callecl \\,hen closing the application. 

l?he TcstToSpccchSpcak f ~ ~ n c t i o n  is irscd to queue 
tcst to thc s!stcm. If an entire clause is not cluei~ed, n o  
o i~ tpu t  \\.ill occ11r ~111til the clause is completed by 
cli~euing additional test. A special TTS-FORCE p ~ a -  
lileter may bc si~pplied in tllc f~nc t ion  call to tbrce a 
clause boi~ndnry. Tlie TTS-FORCE, parameter is nec- 
essary for applications tliat lia\~c no control over tlie 
test source and thus cannot guarantee that tlic final 
test forms a complete clause. 

The tcsr-ro-speech API pro\,idcs three audio output 
control fi~nctions. These ~):ILISC tile a i~d io  o i ~ t p ~ ~ t  
(TestToSpccchPausc), resume output after pausing 
(TcstToSpcccht<csumc), and reset the test-to-speech 
system (I'csrToSpeecl~Ilcscr). Tlic resct fi~nction dis- 
cards all c l~~c i~c t i  tcst and stops all audio o ~ ~ t p ~ t .  

Tlie test-to-spccch API also provides a special syn- 
chronization Fi~~lctioli (TcstToSpccchS~~~ic) tliat blocks 
until all prc\,iously I ~ L I C L I C ~  test has been spoltcn. This 
API call ma!! not return for cia!a ifa sufficicllt amount 
of test is clucucd. (Indcs mnrks pro)vidc nonblocking 
synchroniz.itio11.) 

The Al'I supplies f~lncrions to both load 
(TextToSpccclihadUserDictio~~ary) and t~nload 
(TcstToSpccchUnloaciUscrDictio~iary) an application- 
defined dictionnr): Tlie dictionary contains \\*orcis and 
their phonemic rcprcscntations. The dc\relopcr crcates 
a dictionary using a \\indo\\,-based user-dictionary 
tool. This tool call speak words and their phonen~ic 
representations. It can also convert test sequences to 
phonemic scqucllces. This Idst feature frccs tlic dc\.cl- 
oper from lia\,ing to memorizc and use the l>E(:talk 
Sohvare plioncmic symbols. 

Additional fi~nctions sclect tlic speaker \loice, con- 
trol the speaking rate, control the l;lug~~agc, dctcr~iiine 
the s!.stem capabilities, and return status. The status 
API h~nction c,ln indicate if the system is currcntl!. 
speaking. 

Special Text-to-Speech Modes 
DECtalk Soh\,arc has thrcc spccial modes: the spcccli- 
to-\\7ave filc ~ilode,  tlie log-file ~nocie, and the spccch- 
to-memory mode. Each mode lias t\vo complcmcn- 
tar)! calls, one to enter the mocie and one to exit. 
\/Vlien in the speech-to-\\,~vc file niodc, the system 
\\,rites all speech samples to a audio fi lc. The tile is 
closed \\rlicn esiting this modc. This is i~sefi~l  o n  slo\\,cr 
Intel systems that cannot perform real-time speech 
synthesis. T11c log-file modc causes the systcn~ to ~vritc 
the phonemic s!lmbol output of the L,TS thread to  a 
filc. The last mode is the speech-to-memory mode. 
M c r  entering this mode, tlic application i~scs n special 
API call to suppl!, thc test-to-speech systc~li \vitli 
memory buffcrs. 'The test-to-speech system \\/rites 
synthesized spccch to  tlicsc buffers and returns the 
bufkr  to the application. Tlic buffers arc returned 
using the same mechanism used for indcs marks, a 
c:~llb.~cl< fi~nction on the Digital UNIX operating sys- 
tem 'und a system message 011 tlic Windo\\~s N T  operat- 
ing system. These buffers may also retur~i indcs ~narlts 
and phonemic symbols and their duratio~is. If  tlic test- 
to-speech systcln is in spccch-to-memor!. mocic, call- 
ing the resct f ~ ~ ~ i c t i o n  cai~scs a11 buffers to he r c t ~ ~ r n e d  
to tlie application. 

Porting DECtalk Software 

The DECtalk PC: code used J siniplc a s sc~ l~ l~ ly  1a11- 
guage kernel to manage tlie tlircads. The cs is tc~~ce of 
threads on our target platforms sin~plificd porting the 
code. Tlie thread fi~nctions, signals (sl~cli as condi- 
tions or  e\,cnts), and mutual c\clusion objects nrc dif- 
ferent for the lligital U N I S  and the Windo\vs NT 
operating systems. Since tlicsc f~nc t ions  occur mainly 
in tlic pipe codc ~ n d  the ,ludio codc, maintain 
different \fcrsions of codc tbr each system. The 
message-passing mechanism for Windo\\.s NT has no 



equivalent on  Digital UNIX; therefore part of  the API 
code had to  be different. Tlie command, LTS, and 
PH threads arc all colnmon code for Digital UNIS  
and Wilido\vs NT. 1Vlost of the VTLM thread is also 
coln1iion code. 

Porting tlie codc for each tlircad recluirccl putting 
conditional statements that cicfi ne thread entry points 
into cach module for each supported operating system. 
We also had to add special cocic to each thread to  sup- 
port our API call tllat resets the test-to-speech system. 
Tlie reset is the ~iiost coniplicated API operation, 
bccause the data piped behvccn threads is in tlie form 
ofvariable-length packets, L3uring a reset, it is incorrect 
to siniply discard data within a pipe because tlie thread 
tliat reads the pipe tvill losc data synchronization. 
Thcrcfore a reset causes each thread to loop and dis- 
card all input data until all the pipes arc c111pty. Then 
each thread's control and state variables arc set to a 
known state. I n  nialiy complicated systems, resetting 
and sllutting dow11 are the ~iiost  co~nplicatcd parts of a 
control architecture. System designers should incorpo- 
rate mechanisms to sirnpliti, thcsc fi~nctions. 

'Tlie VTM codc is much shorter and simpler tlian 
the code in either the LTS o r  tlie PH thread, but it is 
by h r  the largest CPU load in the system. The 
DECtalk PC l i~rd\ \~arc  used a specialized Digital Signal 
Processor (DSI') for the VTM. research VTM 
codc (written in the C language) was rc~rrittcn to be 
sa rnp Ic - r a t c - inc l c~>~~~dc~ i t~  The filters wcrc all ~ n a d c  
in-line macros. With this new VTM, the l>E<;talk 
Sohvare system loaded an AJplia AXP 150 product 
31 percent. Ahcr rewriting this code using tloating- 
point arithmetic and then coli\,crting it to assembl!/ 
language, DECtalk Sohvare loaded the processor less 
tlian 8 percent. (Both tcsts \\,ere conducted a t  an 
1 1,025-Hz output sample ratc.) 

There are several reasons a floating-point VTM runs 
fiistcr than an  integer VTM o n  an Alpha system. hi 
integer VTlM requires a scparatc gain for each f lter to 
keep the ou tp i~ t  dara within the filter's dynamic range. 
For a floating-point VTM, the gains of all cascaded 
tiltcrs are combined into one gain. The increased 
dynamic range allows combining parts of some filters 
to reduce computations. Also, floating-point opera- 
tions d o  not recl~~ire additional instructio~is to pcrfor~ii 
scaling. The processor achic\,es greater i~lstruction 
throughput bccause it can dual issue floating-point 
instructions with integer instructions, u ~ l i i c ~ ~  are used 
for pointers, i~ldiccs, and some loop counters. Finally, 
the current gcneration of  Alplia proccssors performs 
some floating-point operations with less pipcline 
latcncy tlian their equivalent integer operations (notc 
the SPECfp92 and SPECint92 ratings of thc current 
Alpha processors listed in Table 3). 

The integer VTM is faster than thc floating-point 
VTM on Intel processors, so  we maintain hvo versions 
of the VTM,  Both \.crsions support multiple sample 
rates. Thc pitch of the glottal source and tlie frequen- 
cies and bandwidths of the filters arc adjusted for tlic 
output sample rate. When necessary, the filter gains arc 
adjusted. These extra calculations d o  not add much to 
tlie total time used by the VTIM because they are per- 
formed only once per frame. 

Possible Future Improvements 
to DECtalk Software 

The Assistive Technolob?l G r o i ~ p  continues to improve 
the letter-to-sound rules, the prosodic rules, and tlic 
phonetic rulcs. F~1ti11.c i~ i ip[e~ne~i ta t ion~ could ilse 
object-oriented technicl~~cs to represent tlic dictionar- 
ies, words, plionernes, and parts of the VTM. A larger 
dictionary with morc syntactic inhrmation can be 
added. Tlicrc has even bccn some discussion ofconibi~l- 
ing the LTS and PH threads to make more efficient use 
of lcsical kno\vledge in PH. The glottal \vavcform gen- 
erator can hc impro\lecl. Syntactic parsers ~iliglit PI-o\'ide 
the information required for morc accurate intonation. 
Someday, semantic parsing (test i~ndcrstanding) may 
provide a major irnpro\,emcnt in syntlictic speech into- 
nation. l<escarchers both urithin and outside of Digital 
are investigating these and many other areas. It sccrns 
likely tliat the Amcrican English version of DECtalk 
Soh la re  will con tinuc to improve o\lcs timc. 

Summary 

DECtalk Software provides natural-sounding, highly 
intelligible text-to-speech synthesis. I t  \\.as dc\*eloped to 
perform o n  tlie Digital UNIX operuting system on 
Digital's AJplia-based p la th rn~s  and with Microsofi's 
Windows NT operating system on both Alpha and Intcl 
processors. It is based on  the mature DECtalk I><; 
hardware product. DE<:talk Sohvare also provides an 
easy-to-use Al'I tliat a1low.s applications to LISC the \vork- 
station's auclio subsystem, to  create \va\lc a ~ ~ d i o  filcs, 
and to writc the speech samples to applicatio~i-supplid 
lnemory buffers. An Alpha-based workstation can run 
many copies of 1)ECtalk Sohvare sirnulta~~co~~sl!~. 

DECtalk Sohvare uses a dictionary and linguistic 
rules to  convert speech to pho~ierncs. An application- 
supplied dictionary can ovcrridc tlie dcfai~lt pronunci- 
ation of a  lord. Prosocjic and phonetic rulcs ~ n o d i ~  
the plionemc's attributes. A vocal tract model synthc- 
sizes each phoneme to  produce a speech waveform. 
Tlic result is tlic highest-cluality test to speech. The 
Assisti\:e Tcchoology Group continues to improve the 
l'>bCtalk text-to-speech algorithms. 
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The 1300 Family of Video 
and Audio Adapters: 
Architecture and 
Hardware Design 

The J300 family of video and audio adapters 
provides a feature-rich set of hardware options 
for Alpha-based workstations. Unlike earlier 
attempts to integrate full-motion digital video 
with general-purpose computer systems, the 
architecture and design of 1300 adapters exploit 
fast system and I10 buses to allow video data 
to be treated like any other data type used by 
the system, independent of the graphics subsys- 
tem. This paper describes the architecture used 
in J300 products, the video and audio features 
supported, and some key aspects of the hard- 
ware design. In particular, the paper describes 
a simple yet versatile color-map-friendly render- 
ing system that generates high-quality 8-bit 
image data. 

I 
Kenneth W. Correll 
Robert A. Ulichney 

Tlie o\rcrall al-cliitcctuml design goal for tllc J300 
f~mily  o f \ ideo  and audio adapters \\.as to pro\,idc the 
hard\\.are support ncccssar! to allo\\. the integration 
of  broadcast \,iclco into \\~orltstations. The tlircc pri- 
m.lry objectives \\.ere as hllo\\zs: (1) digitizccl vidco 
data should be treated the samc as any otlicr data type 
in the system; (2)  the vidco and the graphics subsys- 
tem designs should be co~npletcl!. independent of 
cacli other; and ( 3 )  an!, Il'~rJ\\,arc dcsigncd s l lo~~ ld  be 
lo\\. cost. 

Digital has implcmcnted the J300 nrchitccturc in 
tlircc products: So i~nd  & Motion 7300, Fullvideo 
Suprc~iie J P K ,  and Fi~IIVideo Suprcmc.' TIlc Sound 
S( Motion J300 (rcfcrrcd t o  in this pdper siniply as the 
7300) \\,as the first product dcsigncd \\,it11 tliis archi- 
tcctilre and is the primary foci~s of tliis paper. The 
F~lIIVideo Suprcmc JI'EC; 2nd Fr~lll'idco Supi-cnle 
products arc bascd o n  the sane  design datnbasc ns the 
J300. They differ f-om tlie J300 in tlic bus supported 
(they support tlic pcrjplicral component interconnect 
[P<:I] bus) and the Inck of audio support. Aciditionally, 
the F~~l lVideo Suprcmc procluct tiocs not include 
llard\\-are comprcssio~i/dcco~iiprcssio~i circuitry. 

The J300 brings a \vide range of vidco ; ~ n d  
audio capabilities to  machines bascd o n  Digital's 
TURl3Ocl1an~lcl 1 / 0  interconnect. Annlog broadcast 
\.idco can be digitized, dc~llod ulatcti, anti 1.c11cicl.cd for 
display 011 any graphics dc\licc. 'l'lic J300 provides 
liard\\~are video co~liprcssion and dccomprcssio~~ 
to acceleratc applicntiolis sucli as \.iclcoconicrc~ici~ig. 
The J300 supports analog broadcnst \,iclco o ~ ~ t p u t  
fi-om either co~ilprcsscd o r  uncomprcssc~l \.idco tiles. 
Audio support i~ ic l~tdcs  11 general-purpose, digital 
signal processor ( M I ' )  to assist jn thc rcal-timc Inall- 
agunent of the audio strcalns anti ti)r ad\'anccd pro- 
ccss i~~g,  such as compression, dccomprcssion, and 
echo c a ~ ~ c c l l a t i o ~ ~ .  Audio i n p ~ ~ t  and output capabilities 
incltrdc stereo analog I /O,  digital audio I / O ,  2nd 
a l i endp l~onc /~n ic ro~~ l lo~ ie  jack. Analog nuclio can be 
digitized to 16 bits per sample at :I r ~ t c  o f  up to 
48 kilohertz (kHz) .  

This paper begins \\,it11 an  overvie\\ of so~i ie  tcrmi- 
~iology c o ~ ~ ~ ~ i l o ~ i l y  IISCCI in tlic field of hrontic~sr vicleo. 
The paper tha i  p rcsu~ t s  tlie c\folution 2nd design of 
the J300 arcliitccturc, i~icluding sc\*cral key enabling 



tccliliologies and the logical \.idco data patlls ,i\.,lil,lble. 
Nes t  follo\\/s '1 discussion o f  the liard\\,are dcsigli p l i ~ s c  
o f  the project .lnci tile tr~ldc-offs liiadc t o  reconcile 
expectation and implcmc~it , l t io~i .  Detailcci dcscrip- 
tions arc iie\~)tcci to specific arcas o f  tlic design, 
including tlie \.idco 1 / 0  logic, tlie AccuVidco rcnder- 
ing path, and the \ride0 allel ,i~lclio direct memory  
access (DbIA) intcrElccs. 

Video Terminology Overview 

Tlircc f~~nciamcnt.ll st.~neiards are in ~ l s c  \\rorlci\\kie for 
rclxcscnting \\,hat is I-cfcrrcci t o  in tliis p'ipcr <is broad- 
c ~ s t  \ , idco: the Nnrion,ll (U.S.)  Tclc\.ision S!rstem 
Committee (STS<:) r c c o m m c n d a t i o ~ ~ ,  Pli.lsc Alternate 
L.inc (PAL.), anti SCqucntiel Couleur  . ~ \ ~ c c  MCrnoii-c 
(Sli,<;AbI). Tllc s r ~ ~ l d a r d s  differ in the number  o f  
l io r i~onta l  lincs in the ciispl,iy, the vcrtic.ll refresh rate, 
and t l ~ c  mctliocl ilscd ti)r encoding color information. 
NOI-th Alncric,~ 'lnd J,lp,ln i ~ s c  tlie 525-line, 60-liertz 
( H z )  NTSC fi)rm,lt; I'AI, is used in most o f  Europe; 
alid SE:.C:AlCI is ~rscd primaril! in France. Kotli the PAL 
.lnd SF.CAM standa~-ds ,ire 625-l ine,  5 0 - H z  s!~stelns.' 

All three telc\,ision standards split JII imagc o r  a 
fr.lmc o f  \ k l c o  datd into nvo fields, rcfc~.rcci t o  as tlie 
c\,cn 'lnd tlic odcl fields. Each field cont.lins ,iltcrnate 
I~orizont'll lincs o f  tlic ti-ame. T h e  \!el-tical I-cfi-csh r ~ t e  
cited in the pl-c\pio~~s p'lrdgraph is the ficld ratc; the 
fr'llnc ratc is one-li,llf o f  t h ~ t  ratc. 

Unlike computer  ciispl"!' systems that ilsc red, 
gl'ccn,  id blue (RC;l?) signals t o  rcpl-cscnt color 
information, PAL, and SECAiM use a luminance- 
clirominance systcnl, \vliicl~ 11'1s the tlirec parameters 
) ( t h e  lulninancc component ) ,  anci I /  2nd \ i ( t l ic  n\io 
cliromi~i;uicc componcnts) .  NTSC ilscs a \,ariation o f  
YUV, \\,liere the I '  .lnd 1 ' components  arc rotated by 
33 cicprccs anci c,illcd f and Q. K l V  is related to IIGR 
I)!, the ti)llo\\,ing con\ ,c~-sio~i  matrix: ' 

All tlic diffcrc~i t  standards limit tllc b,ind\\,icitli o f  
tllc chromin,lncc sig~iul t o  hct\\~ecn one-cluartcr ~ n d  
one-thirci tliat o f  the 1~1rninanc.c signal. This  limit is 
t<ikcn into account in the digital representation o f  the 
sig11aI ,ind results i l l  \ \)l~,lt  is called 4:2:2 YUV, \vIie~-e, 
till- c \ lc~-)~ four horizontally adjacent s'ilnplcs o f  ).: tlicrc 
nrc t\\,o sa~iiplcs o f  both and All tlircc colnpo- 
Ilcnts arc sampled ,iho\,c the Nyquist r ~ t c  in tliis for- 
m.lr \\.jtl: a s i g ~ ~ i f c , l n t  rcci~~ct ion in tlic nmoilnt o fda ta  
nccdcd to reconstruct tlic \.idco imagc. 

V' l r io~~s modulation technicli~es trallsform tlic sepa- 
~ . . ~ t c  I- l: and \"components into a singlc sign'll, typi- 
call!) referred t o  as composite video. To increase the 
tidclity o f  video sigli,lls Oy reducing the luminance- 
clironli~iancc cross tall< caused by modulation, the 

S-\liclco standard has been cie\.clopcd as un ,iltc~-nati\~c. 
S-Video, \vhich refers t o  sepal-utc video, specifics that 
the lumin'lnce signal and the m o d ~ ~ l a t e d  c l i ro~ni~ lancc  
signdl be carried o n  separate \\)ires. 

T h e  J 3 0 0  includcs hard\\m-c support  for the Joint  
Photographic Experts G r o u p  ( J P E G )  compression/ 
decompression standarcl.' JI'EG is b'lsed on  the discrete 
cosine transform (DCT) comprcssio~i method tbr still- 
fi-,)me color images. DCT is a \\,idel!, accepted method 
for irnagc compression b e c ~ u s c  it pro\zides ,in cfficic~it 
mcclianisrn t o  eliminate components of t l ic  imagc tllat 
arc not casil!~ percei\~cd by casual inspectio~i. 

Design History and Motivation 

L3igital .~rri\,cd at  the 1300 , i d ~ p t c r  dcsign alicr consid- 
ering sc\lcral digital \ ~ i d c o  pl,lyback a rch i tec t~~rcs .  T h e  
Jvidco ,ld\ianced de \~e lopmcnt  project, the implcmcn- 
tation o f  one  o f  the altcrn,ltivcs, was instrurncntal in 
acliicvilig the design gonls. 

Architectural Alternatives and Objectives 
I n  J a n ~ ~ a r ! ~  1991, se\.er'~l Digital engineering o r g ~ ~ i i z ' i -  
tions collaborated t o  dcf  nc the .lrcIiitccture of  ,I h.lrd- 
\\:arc sccci project t l i ~ t  c o ~ ~ l c i  be ~ l sed  t o  c ~ p l o r c  .I 
\\rorltstation's capabilin to  pl-occss \licico data. Tlic pal-- 
ticipants felt that the Itcy tcclinologies rcquircd to  
explore the goal o f  integrating computers and bl-oddcdst 
video \\,ere a\~ailable. Thcsc c~iabl inp technolo,' crlcs \\'ere 

1.  T h e  TURBOchanncl Iiigll-spccd I/O bus, \\.hicl~ 
\\,as a stnnclard o n  Digital \\,orltstations 

2 .  T h e  anticipated acceptance o f  the J1'F.C; 
coniprcssion/deco11i~>rcssio1i standard anti singlc- 
chip implementations that supported that st,inci.~rd 

3 .  Tlic cic\,elopment o f  rendering s!lstcm (no\ \ .  
called tlie AccuViclco system) rliat c o ~ l l d  map YUV 
input \v.llues into Jn 8-bi t  color index ilsing .in!, 
number  o f  a\rail~blc colors \\'it11 very good  I-cst~lts 

We e\i'iluated the tlircc altcrnati\,c ,ippro,lclics 
sIio\\,l~ ill F i g ~ ~ r e  1 for moving compressed video ci,lta 
from system memory, for decompressing and rendel-- 
ing the ciata, and,  finall!!, for mo\,ing tlie d,lt.l into the 
frame buffer. 

T h e  chroma kc!, app-oath, slio\\,n in Figure l a ,  
differs little from prc \z io~~s  \\,orl< clone at  Lligit,il and 
\vas the primary architccturc i ~ s c d  by the indl~stry. 
Sc\icral variations o f  the cx'lct implcnic~i tat io~i  arc i l l  

use, hut ,  b3sically, the grnphics de\,ice paints '1 dcsig- 
natcci color into sections o f  the frame buffer \\.liere the 
\,icieo data is t o  appear o n  tlic elisplay. A colnp,ir,ltor 
loc:ltcd bch\,ecn tlle gmpliics f r ~ m c  buffer , ~ n d  the tiis- 
play de\.ice lool<s at tlic serial strcani o f  clata coming 
from the gr'lpliics ti-amc huffcr  id, \\,lien the ci,itn 
m,itclics the clirorna Itcy (storcti in a register), inserts 
the video data. As shown in F i g ~ ~ l - c  l a ,  tliis ~ p p r o a c h  
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relies o n  a special connection benvccn the video 
decompression bloclc and the output of tllc graphics 
device. Wliile this approach off-loads the system 1 / 0  
bus, it treats video dntn differently from o t l i c ~  data 
types to be ciisylaycd. In particular, the X Window 
System graphical winclowing environment has n o  
hio\vledge of the acti~al contents of the video \\.indo\\l 
at any given time. 

The graphics controller approach, sho~vn in Figurc 
1 b, integrates thc dccomprcssion technology with the 
graphics accelerator. Although this approach has the 
potential of incurring the lowest overall system cost, it 
fails in bvo important aspects. First, it does not esposc 

DECOMPRESS 

the windo\\~ing system to t l ~ e  video dam. Second, sincc 
the graphics controller and video logic arc intcgmteci, 
tlie user must accept the Icvel of graphics performance 
provided. No  gr~pliics ~ ~ p g r a d c  path exists, so ~ ~ p g r n d -  
ing u1oul.d require another product dcvclopmcnt 
cycle. Including the video logic across the rJngc of  
graphics devices is not desirable, because such a ticsign 
forces higher prices fi)r users who are not intcrcstcd in 
the manipulation of broadcast video. 

The third approach, shown in Figure lc ,  is much 
more radical. I t  places the responsibility ofmoving each 
field of video data to and from the decompression/ 
rendering option squarely o n  the system. The s!lsteni 
I/O bus must absorb not only the traffic generated by 
the movement of the compressed video to the decom- 
pression hardware but also tlie movement of tlie 

decompressecl video image from the accclcr~tor back 
to systcm memory and back again over the same ~ L I S  

to  the graphics option. 
Accepting the third altcrnativc :lrcliitcct~~re allowed 

LIS to ~iicct  tlic thrcc important objecti\tes for the 
project: 

1. The ivorkstation should be able to treat digitized 
video data the samc as any other dntn type. 

2. The inclusion of video capabilities in a workstation 
shoi1I~1 be co~iipletely indeprndcnt of  the graphics 
subsystem uscd. 

3. Any linrci\\~are option should bc low cost. 
.. . 1 lie original design goals included nuciio I/O, even 

though the proccssi~~g po\zrcr and bandwidth needed 
for audio \\,ere f i r  helo\\, those rcquircd for \ride(). 
Since users \vho \\,ant video capability ~ ~ s ~ ~ i ~ l l y  require 
audio capability '1s \\/ell, auclio support \\)as included 
so that users \vould havc to  b ~ ~ y  only o ~ i c  option to 
get both auclio ancl video. This design recluced the 
number of bus slots used. 

The Jvideo Advanced Development Project 
Jvideo \\,as the name gi\:en to the ad\,anccd develop- 
ment hard\vare seed project. Acti~al design work 
started in Fcbri~ary 1991; power on occurred in 
September 1991. Jvideo has sincc become a widely 
used rcsc;lrch tool. 
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Table 1 
The Nine Video Flow Paths 

I Output I 
Input - Analog - Compressed - Uncompressed - Dithered 

Analog - ... A + C  A + U  A -1 D 

Compressed - C + A  ... C -+ U C + D  
Uncompressed - U --* A U -1 C ... U + D  

- - 

lvidco \\,as an important advanced development 
project for several reasons. First, it was tlie vehicle used 
to verifjl the first two project objrctives. Second, it was 
the first complete hardware implementation of the 
rendering circuit, thus vcrjtiling the iniagc cluality that 
was a\failabte when displaying video with fewer than 
256 colors. Finally, it \vas during the de\lelopment of  
Jvideo that the DMA structure and interaction with 
the system was developed and verified. 

1300 Features 

This section describes tlic various video paths sup- 
ported in the J300 and presents videoconferencing 
as an cxa111pIe of video data flo\v. The AccuVideo 
filter-and-scale and dithering system designs used in 
the J300 ;ire presented in detail. 

Video Paths 
Table 1 summarizes the nine filndanicntal video paths 
that tlie J300 system supports. The input to the 7300 
call come from an external analog source or  from the 
system in compressed or  u~iconipresscd form. The 
outputs include analog video and several internal 
formats, i.c., JPEG compl-csscd, uncompressed, or  
dithered. 1)ithering is a technique used to produce a 
visually pleasant image \vliilc using less infor~nation 
than was available in the original format. 

A conceptual flow diagram of tlic major cornpo- 
nents of the J300 video system is shown in Figure 2 .  
Physicall!; the frame store and the blocks to its left 
make LIP the video board. All tlie other blocks except 
for JPEG colnpression/dec~)~~ipression arc part of the 
1300 application-specific integrated c i r c ~ ~ i t  (ASIC). 

I 
PHILIPS CHIP SET I 

L - - - - - - - - - - - - - 

FRAME 
STORE 

-- 

(The J300 Hardware 111lplc17ientation section pro- 
vides details o n  this ASIC.) 

Both tlie ~~pscalc prior to tlic analog out I~lock and 
the do\vnscale afier the analog in block scalc the iniagc 
size independently in the horizontal and \~crtical direc- 
tions \\lit11 wbitrary real-value scalc factors. Tlie titter- 
and-do\\lnscalc fi~nction is li.lndled by the Philips chip 
set, as describcti in tlie J300 Hardware Implcnlentation 
section. Tlie i~pscale block is a copy of tlic I3rescnham- 
stylc scale circuit i~scd in the tiltc~;ind-scale block. 

The Brcsenham-style scalc circuit is extremely 
simple and is described in "Rresenham-style Scaling," 
along with an interesting closed-for~n solutioo for 
finding initial parameters.' The filter-and-scale block is 
part of the J300 rendering system. The J300 supports 
arbitrary scaling for either enlargement or  reduction in 
both dimensions. We carefi~ll!l selected a fe\v simple, 
three-element horizontal filters to be used in combi- 
nation with scaling; the filters were small enough to be 
i~lcluded in the J300 ASIC. The J300 supports three 
sharpening 6lters that are based o n  a digical1,aplacian:" 

Low sharpness ( 2  2 -1/2) 
Medium sharpness ( - 1 3 - 1 )  
High sliar~>ness ( -2 5 -2 ) 

The J300 also supports nvo lo\\!-pass or  smoothing 
filters: 

Low smoothing ( 1/4 1/2 1/4) 
High sniootliing (1/2 0 1/2) 

Sharpening is perforliicd before scaling for cnlargc- 
ment and after scaling for reduction. Smoothing 
is always performed before scaling (as a band limiter) 
for reduction and after scaling (as an interpolator) for 
enlargement. 

$ % z q + ~ ~ ~  DECOMPRESSION 

SYSTEM 
110 BUS 

I 
I10 BY PASS DMA B I 

I I 
I I 

I I I 

I FILTER AND DITHER J300 I 
I SCALE VIDEO 1 
I ASIC 

Figure 2 
1300 Vidco Flo\v 
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The second part of video rendering occurs in tlie 
Jitlicr I2locJi. The AccuVideo Rcndcrilig section pro- 
vides clctnils on this block. . . I hc 1 / 0  bypass slcips over the vicico rendering bloclts 
\\)lien undithered ~~nco~npressccl o ~ ~ t p i ~ t  is rcq~~ircd.  
When uncompresscd cligital video in ~ ~ s c d  as input, tlic 
1 / 0  bypass is also uscd. DkIA R thus passes dithcrcel or 
uncompressed output and unconiprcssecl input. 

Compressed i ~ i p i ~ t  and c o m ~ ~ c s s c d  output are 
passed through DMA A. The JPEG compression/ 
decompression block handles all conipression of out-  
p i t  and decompression of input. 'I'hc combination of 
the t ~ v o  l>MA clianncls allo\vs high clata rates bccai~sc 
both channels ;ire ohcn used in par.illcl. 

Videoconferencing Application 
A goocl illustration of the video data flow in J300 is 
a videoconferencing application. Figure 3 sho\\,s the 
t l o \ \ r  of analog (A), conipresscd ((I), and dithcrccl (D)  
video data to and fi-om memot-!. in a s!lstem on a nct- 
work. The application sofnvarc co~itrols the flo\v of 
data bcnveen memory and tlic display and network 
dc\,ices. The J300 hardware must perfor111 two funda- 
mental operations: 

1 .  Capture the local analog signal, compress tlie data, 
and send it to memory, and in parallel, dithcr the 
data and send it to memory. The solid arrows 
in Figure 3 denote the compress, send, and \,ic\\l 
paths. 

2. 19ccci\ec a remote compressed \,icico stream from 
memory, decompress and dither the data, and scnd 
it back to nlcmor!~. The dashcd arro\\a in F i g ~ ~ r e  3 
cicnotc the recci\ac, decompress, and \,it\\, paths. 

Figure 3 demonstrates tlie unique graphics con- 
troller inclepcndcncc of the J300 nrchitect~~rc, ns 
sho\\~n in Figure l c .  In assessing the aggregate vicico 
data traffic, it is i ~ n p ~ r t a ~ i t  to Itccp ill li1ind tlint the 

Figure 3 
Vidcoconfcrcncing Applic;ltion 

dithered data is 8 bits per pixel, and the coniprcssccl 
clatn is ,~pproximarcly 1.5 bits pel- pixel. For ex:~mplc, 
consider a \.ideoconfcrence \\,ith 1 1 participants, 
\vIierc cnch pel-son's \\~orkstation scrcen displ'iys the 
images of the other 10 participants, ench in a 320-by- 
240-pixel ~.i,indow ,ind \\,it11 a rchcsh rate o f 2 0  1Jz. 
'l'hc bus traffic rccl~~ircd for each \vindo\v is nvice the 
compressed image size plus nvice the decornprcsscd 
imngc size, i.e., ( 2  X 320 X 240 X 1.5) + 8 bytes + 
(2 X 320 X 240)  bytes = 182.4 kilobytes (I&) per 
\vindo\v. The total band\\,idth \\loi~ld be 182.4 kR X 

11 \\7inJo\vs X 20  Hz = 40.1 ~ncgabytcs (MR) per 
second, \\,hich is \\.ell \tithin the achievable band\\,idth 
of both TUIU3Ochanncl and PC1 buses. 

Tlicsc nvo operations through the J300 co~lccp- 
tual flo\\l diagl-am of  Figure 2 are shown explicitly in 
F i g ~ ~ r e  4 for the capture, compress, and dither paths, 
aicl in Figure 5 fix the clecomprcss and dither path. 
In F i g ~ ~ r c  4 ,  \.idco data is captured through the analog 
in hlocli and bufkred in the frame store blocli. The 
framc store then sends the data in parallel to the JPEG 
co11lprcssion/deco111~>rcssio1l path, and to  the filtcr, 
scale, and dither path, each of which scncis the clnta to 
its o\vn dedicated 1>1\;IA port. 

In Figure 5, comprcsscd data enters DIMA A, is 
JPEG decompressed using the framc store as a buffcl-, 
and is sent to  the filtcr, scale, and dither path, \\~licrc it 
is ou tp i~ t  t h r o ~ ~ g h  DMA K. 

Figures 4 and 5 illustrate thrcc of rlic nine possiblc 
video paths shown in Tnl~le 1 .  It is srraiglitfor\\~ard to 
scc ho\v the other six paths tlo\\, t l i r o ~ ~ g h  the block 
diagram of F i g ~ ~ r c  2. 

Accu Video Rendering 
Digital's AccuVidco ~nc thod  of \*idco 1-erlclerj11g is 
uscd in tlic J300 ancl in  other proci~~cts.-.' 5300 rcncicr- 
ing is rcprcscnted in F i g ~ ~ r c  2 by rllc filtcr-and-scnlc 
I2loclt and by the ditlicr blocl<. Tllc fi)llo\\ing fcat~11-cs 
arc supported: 

High-clualit\. ditlicrj~ig 

Sclcct.lblc numhcr of colors frolii 2 to 256 

YUV-to-RGl3 con\~crsion \\,ith co~~trol lcd  o~~t- of^ 
bo~~ncis mapping 

Kri~htness, contnlst, .ind sati~r:~tion control 

Color- or  gray-scale o u t p i ~ t  

T\\~o-Jime~lsional (2-D)  scaling to any  size 

Sliarpcning and smoothing control 

The .~lgorithn~ h r  mean-prcscrving multilcvcl 
dithering is dcscribccl by Ulicllney in "Video 
I<cndcring."" &lean preserving denotes that the 
macroscopic average in the output image is main- 
tained across the entire range of input ralues. Figure 6 
depicts tlie version of tlic ditlieri~ig nlgorirhm i~scd k)r 
the single component > - in  the 7300 pl-otonpe, Jvidco. 
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- - 
l o  cluxitizc \\lit11 a simple shili register and still main- 
tain mean preservation, a particillar gain that happens 
to have a \ ~ a l l ~ c  between 1 and 2 must be imparted to  
the input." This gain is included in the adjust loolc-up 
table (LUT),  thus adding a bit to the data \\~idth of the 
input valuc to the dithercr. 

In the case of the )'(luminance) co~nponent,  the 
ef-fect of  brightness and contrast can be controlled by 
dynamically changing and loading tlie contents of this 
adjust I,UT. S;ituration control is a conn-nst-lilte rnap- 
ping controlleci o n  the l i  and C'adjust L,UTs. 

The least significant bits o f  the horizontal and verti- 
cal address (.v.,I.J) of the pixel index the ditlicr matrix. 
In the Jvidco prototype, c\,c used an S by 8 rccursi\,e 
tessellation array.. Becai~se tlie size of the array was 
so small, all the components in Figure 6 coi~ld be 

encapsulatcd with a single 16K-b!l-4-bit randonl- 
access memory (RAIM). This irnplenicntatio~~ is not 
the least expensive, but it is the easiest to build and is 
quite appropriate for a prototype. 

Figurc 7 illustrates thc J\,idco dithcr systc~ii. The 
~iunlber of dither levels and associated color adjust- 
lncnt are designed in s o h a r e  and loaded into each of  
the 16K-b!1-4-l>it LUTs for Y;  I !  and 18'. Each compo- 
nent o u t p ~ ~ t s  fro111 2 to  15 ditlicrcd Ic\!cls. The thrcc 
4-bit ditlirrcd \~alues are usccl as a collecti\~c address to 
a color convert LUT, \\~hich is a 4K-by-8-bit RAM. 

Loaded into this LUT is the conversion of  cacli 
Y UV triplet to one o f N  RGR index values. The gener- 
ation of  this L,UT jncorporatcs the state of tlic display 
server's color map at rcndcr time. Although this 
appr~ach  is ~ i i i~cl i  Inore efficient than a direct algebraic 
convel-sion known as dcn~atrjxing, an arbitrarily com- 
plex mapping of  out-of-range values call take place 
because the table is built offline. Another paper in this 
issue of  the ,lorlnzcrl. "Soft\\,arc-only Compression, 
Rendering, and  l'layback of Digital Video," presents 
details on this approach.' 

Perhaps tlic central characteristic ofAcc~~Vidco ren- 
dering is the pleasing nature of tlie ditlicr patterns 
generated. We are able to obtain such patterns bccause 
\\[c incorporate dither inatriccs dc\,clopcd using the 
void-and-cl~~stcr Thcsc matrices arc 32 by 
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32  in extent. Although surprisingly small for the 
complexity and seamlessness of the  patterns produced, 
this size requires 10 bits ofdisplay address inhrmation 
for indexing. 

While vcry simple to implenient, the single L.UT 
approach ~ ~ s e d  in the Jvideo system sho\iln in Figure 7 
becomes unattractive for a matrix of this size because 
of  tlie large memory requirement. Eight bits of  input 
plus 10 bits ofarray address requires a 256I<-bit RAM 
for each color component; Jvideo's 8 by 8 dither 
niatris called for a more cost-effective 16K-bit W\1. 

The dither system design used in the J300 is sho\vn 
in Figure 8. The design is quite simple, recluiring only 
RAM and three adders. We restricted the number of  
11- and Vdithered levels to always be equal. Such a 
restriction allows the sharing of a single dither matrix 
RAM. The paper "Video Rendering" provides details on 

the relationship between the number of dithercd levels 
h r  each component, the numbcr ofbits shified, the nor- 
malization of the dither matrix values, tlie gain embed- 
dcd in the adjust LUT, and thc bit widths of thr data 
paths.9 Note that the decision to use RAM i~isteaii of 
read-only niclnor)l (ROM) for the adjust LUTs, dither 
matrices, and color convert LUT permits cornpletc Hex- 
ibility in selecting the number ofdithered colors. 

When the video source is monochrome, or  whene\lcr 
a monochrome display is desired, a Mono Select inode 
allo\vs the Ychannel to be quantized to up to 8 bits. 

The algorithm ~ ~ s c d  in the sohilare-only \lersion of 
AccuVidco exactly parallels Figure 8.' "Integrating 
Video lkndcring into Graphics Accelerator (:hips" 
describes variations of  this architecture ti)r other 
products .00ne design always rrnciers the same num- 
ber of  colors \vitIioi~t adjustment, in hvor ofvery lo\\, 

Figure 8 
J300 Dither System 
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cost. A~lotlier performs YUV-to-RGB con\~crsion first, 
to allo\\i dithering to more than 256 colors. Note th'it 
with this design, for large numbers of output colors, 
the memory required h r  the back-end color convert 
1,UT design would be prohibitive. 

J300 Hardware Implementation 

Implementing the J300 Iiarcl\varc design entailed 
making trade-offs to Itccp down the costs. This section 
prcsuitstthe ~najor trade-offs and then discc~sscs 
tlic resulting vidco and audio subsystem designs, the 
built-in 1 / 0  test capabilities, and the Verilog hardware 
description language design environment used. 

Design Trade-offs 
In August 1991, the Jvideo hardware design tcani 
presented to engineering management several cost- 
reducing design nltcrnati\~cs with the goal of turning 
Jvidco into a product. Altcrnativcs ranged fioni rctain- 
ing the basic design (which would require a short 
dcsign time and would result in the fastest time to 
market) t o  redesigning tlic board cvith rni~~imal cost 
as the driving factor (\vhich meant putting as milch 
logic as possible into the J300 ASIC). Management 
acccpted the latter proposal, and design started in 
Jant~ary 1992. 

The major design traclc-offs involved in reducing 
I I I ~ C ~ L I I C  cost centerccl around tlirce portions o f  the 
clcsign: the accelerator cliip, the pixel representation, 
and the dither circuit. Tlie dcsign team evaluated dif- 
ferent ,I PEG hardware coniprcssion/dcconi~~rcssio~i 
nccclcrators in terms ofa\lailability, perfonnancc, cost, 
and  schedule risk. While various manufacturers 
claimed to have cheaper parts available \\:ithin our 
dcsign sclicdule constraints, tlic <:L550 cliip from 
<:-Cube Microsystems, tlic same chip used in tlie 
Jvidco system, haci rcasonablc performance and 
known idiosyncrasies. Tlic dcsigncrs decided to usc 
one <;L550 chip instead of two, as was done in Jvidco. 
This meant that in videoco~ifcrcnci~ig applications, tlic 
cliip \ \ ~ o ~ ~ l d  have to he progrnmmcd to compress the 
incoming iniage and then reprogrammed to  decorn- 
press tlie other ilnagcs. The tur~iaround time of the 
programming required to implement the design 
change pli~s tlic compression time together accoi~ntcd 
for tlic perfor~na~lcc pc~~nl ty  that tlie product would 
pay For including only one (:I,SSO. 

To understand the impact o n  performance of  using 
just one CL550 cliip, consider tliat all 700 registers in 
the chip \vould hnvc to be rcloacied wht.11 changing 
tlic chip fi-0111 compression to dccompression and \*ice 
versa. Given a register \vritc cycle of  250 nanoseconds, 
the puialty is 175 microseconds. We estimated tlic 
time to compress an iniagc as the number of pixels in 
the uncompressed image (the CL550 does occasion- 

ally stall during compression or  decompression, but 
we ignored this Cict for these calculations) times the 
period of  the pixel rate. For an image size of 320 by 
240 pisels and a pixel clock period of 66.67 nanosec- 
o~ ids ,  the time i~secl fi)r compression is 5.12 milli- 
seconds. If the desired overall frame rate of all i~riages 
on  the screen is 20  Hz, then approximately 11  percent 
of  the available time is given to  compression ((5.12 
niilliseconcls + 0.35 milliseconds) - 50 milliseconds). 
We judged this ciccrease in deconipression pcrfor- 
mance reasonable, since approximately 3 0  percent of  
the early estimated cost of  materials on the J300 was 
tlie CL550 and the associated circuits. 

Tlie second major area of savings came with the 
decision to use the 4:2:2 YUV pixel representation in 
the ti-anie store, t11c CL550, and the input to the ren- 
dering logic. This approach reduced the width of the 
frame store nnd external data paths f io~ii  24 to 16  bits 
\vith no loss o f  fdclity in the image. Thc trade-off 
associated \\lit11 this decision was that the design pre- 
cluded the ability to directly capture video in 24-bit 
RGB unless the ASIC included a full YUV-to-RGB 
conversion. The ~nain  tlir~tst of the prodt~ct was to 
accelerate i~ilagc co~iipression and decompression on 
what was assunicd to be the largest market, i.e., 8-bit 
graphics systems, by using the AccuVideo rendering 
path. Since 24-bit RG13 can be obtained from 4:2:2 
YUV pixel rcprcscntation (wliich can be c a p t ~ ~ r e d  
directly) with n o  loss of image fidelity, we considered 
this hardware limitation to be minor. 

The third area of  trade-offs revolved around the 
implementatio~i oftlic dither circuit atid ho\v much of 
that circuitry the ASIC: should include. The rendering 
system on Jvidco was implemented entirely with 
LUTs, a niethocl that is inexpensive in terms of the 
random logic ncedcd but expensive in terms of conl- 
ponent cost. Earl!] on,  the design team decided tliat 
including the 4K-by-8-bit color convert LUT inside 
the ASIC was not practical. Placing the LUT outside 
the ASIC required using a ~ninirnal number of pins, 
28, and using 3 rcatiily available $I<-by-%bit static 
random-access memory (SWIM) allowed the unused 
portion of the RAM to store the dither matrix values. 
Such a design reduced tlie amount of on-chip stolxgc 
reqitired for dither matrix values to 32 b!. 8 bits. 

- 7  Ilie impact of rccli~iring dither matrix \p~luc fetches 
on a per-line basis added to the interline overhead 
32  accesses for tlic nc\v dither matrix values or  16  pixel 
clocks. The impact of the 1 6  added clocks o n  a line 
basis depends o n  tlic resultant displayecl image size. 
If the displayed images are small, tlie impact is as niuch 
as 10 percent ( h r  a 160-b!l-120-pixel image). I t  is 
uncommon, hocvcvcr, for someone to \lie\\[ video o n  
a worl<station at that resolution. At a more common 
displayed size of 640 by 480, the amount of overhead 
decreases to 3 percent. 
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Video Subsystem Design 
The major elements of the vidco s~~bsys te~ i i  design are 
the ASIC, which is designed in the Verilog hardware 
description language, the Philips digital video chip set, 
and the compression/deco~iipression circ~litry. This 
section discusses the ASIC design and some aspects of 
the video I/O circuit design. 

The 1300 ASIC Thc  J300 ASIC dcsign included not 
only rlic video paths discussed earlier in the section 
J300 Features but also a11 the control for the video 
I/O section of the design, a11 video random-acccss 
memor!! ( V I M )  control, the CIS50  interface, 
access to the diagnostics KOiM, arbitration \\jith 
the audio circuit for TURBOcliannel access, and tlie 
TUlUOchannel interface. Figure 9 sho\vs a block 
diagram of the J300 ASIC. Only the DMA section of  
the design is discussed F~1rtl1er i l l  this paper. 

The D M  interface built into the ASIC is designed 
to facilitate the mo\rement of lnrgc blocks ofdata to or  
fi.o~ii system nieli1ory \\lit11 ~.ninim,il interactio~i from 
the system. The chip supports n\.o channels: the tirst 
is used for CL550 host port data (compressed video 
and register \\,rite data); thc second is used for pixel 
data tlo\ving to or  from the rendering circuit. Once 
started, each channel ~ ~ s c s  its map pointer register to 
access successive (add~-~.ci, Ietig~h) pairs that describe 
the ph)lsical memory to be ~rscd in the operation. (Tlic 
map pointer register points to thc scattcr/gather map 

in s!lstcni memory to be used.) T'he ASIC fills or  cmp- 
ties tlie first buffer and then automatically fetches the 
nest (crddt.ess. lc.r~gth) pair in the scatter/gather map 
and so on  until the operation is complete. When a com- 
pressed image is trarisfcrrcd into system memory, the 
csact length of thc  data set is unkno\vn ~ ~ n t i l  the ASIC 
detects tlie end-of-image marlccr fi-on? the C1.550. In 
this case, syste~il sott\\,arc cau read a length register to 
find out esactly ho\v ~iiucli data \\,as transferred. 

There is n o  restriction o n  the number of (n~/(/~.c.is. 
/ ~ I I s / / ~ )  pairs included in each scnttcr/gather map. 
Nc\v pairs can be assigned to each line of incoming 
\,icico such that deinterlacing c \ r n  and odd video fields 
c,in bc acconiplished as the darn is mo\,ed into system 
lllelllor)~. 

Since only the map pointer register nccds to be 
i~pdatcd between operations, system soft\vare can set 
up multiple buffers, each with its associated scatter/ 
gather map, ahead of tinic. 

Video Input and Output Logic The 1300 \.idea 1 / 0  
c i rc~~i t ,  sho\vn in Figurc 10, \\,;is cicsigncd using Philips 
Scmiconciuctors' digital \.idco chip set. Espl~nation o f  
some aspects of  the design t?)llo\vs. 

The 1300 uses the Philips chip set to digitize and 
decode input vidco. The chip set consists of the 
'TDA8708A and the Tl>AS709A, as the analog-to- 
digital (A/ D)  converters, and the SAA7191, as the 
Digital MultiStandard L3ccodcr (L>IMSD). This chip 

Figure 9 
J300 .\SIC Block Diagram 
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Figure 10 
1300 Vidco 1/0 

sct supports NTSC ([M), PAL (13, G, H, D), and 
SECAIM (6 ,  G, H, I), I<, K1) 1-i,rniat~.~ It also supports 
s q ~ ~ ~ c  pixels, \\/here thc sanipling rate is changed to 
12.272727 mcgahcrtz (MHz)  fbr the NTSC format 
2nd to 14.75 MHz for tlie PAL and SECAM formats. 
In  addition, the J300 uses the SAA7186, a digital 
\lidco scaler chip r l ~ ~ t  can scale tllc input to an arbitr~r!, 
size and perfi~rm horizontal and vcrtical filtering. 

The A/l> converters digitize the incoming video 
signal to 256 Ic\,cls. A video signal is co~iiposed of  
ncg~ti\.e-going synchronization p~~l sc"  ;a color burst 
( to  aid in dccoding color inhrmdtion), and positive- 
going video." As an aid to visualizing this, Figure 11 
illustrates a simplified \.crsion of thc  draiving presented 
in the Color Tclc\.ision Studio Picture Line Amplifier 
O u t p ~ ~ t  Dra~ving." The le\/el bchrc  anci after the syn- 

chronization pulses is referred to  as blank le\lel. Bl;~ck 
level may or ma!! not be the same as blank, depending 
011 the sta~~clard. Video signals arc 1 \lolt peak to  pcak. 

The first stage i~lcluded in the A/D converters is 
a three-to-one analog multiplexer. We used this cir- 
cuit t o  allo\\. n\,o composite signals to be attached 
at thc same t i n ~ c  to support S-Video \vhile allo\ving 
tlie third i n p ~ ~ t  to  be used as an i~lternal loop-back 
connection. Thc TDA8708A chip is used for compos- 
ite video and ti)r the luminance portion of S-Video. 
The TDA8709A chip is used only for the chrominancc 
portion of S-Video. 

The A/D con\,erters contain an autoniatic gain con- 
trol (AGC) circuit, \\~liicli limits thc A/D range. The 
hotto111 of tlie synchronization p ~ ~ l s e  is set at 0, and 
blanlc le\~el is set at 64. Give11 thcsc settings, peak white 
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Figure 11 
Depiction ot'Video Signal Tcrminolog)~ 

corresponds to a value of 224. If tlie input video level 
tends to cscced 213, a peak white gain control loop 
is activated, which lo\vers the inter~lal gain of the 
video. The SAA7191 processes tlie luminance, and 
the rcsulti~ig range in the Y value is 16 for black 
and approximately 220 for white. As recommended 
by ( X I R  Report 601-2, there is room built into tlic 
nvo A/I) converters and the 13MSD to allo\v for atidi- 
tive noisc that might be present in the distribt~tion o f  
video signals.' 

The J300 video 1/0 design includes a \~idco scaler 
so that the incoming video can be scaled down ; ~ n d  f i l -  
tered prior to compression. Tlicrc are n.\/o primary 
reasons for this scaling. First, scaling reduccs tlic 
amount of  data to be processed, cvhicli results in 
a s~nallcr co~npressed \!el-sion of the imagc. Second, 
scaling rcmo\lcs any high-frcqi.~e~lc)r noisc in the 
imagc, which results in highcr compression ratios. 
Unfort~~nately, if the user \vislics to compress and also 
to vie\\! the incoming video stream, the video \ \ r i l l  
more than liltely be scaled again in the rendering cir- 
cuit in the ASIC:. 

The J300 output video encoding circuit uses l'l~ilips' 
SAA7199B chip as the encoder. This component is fol- 
lowed by a low-pass filter and an analog nlultiplcscr 
(Philips' Tl>AS540 chip), which fi~nctions as a 4 l y  4 
analog cross-point scvitch. The SAA7199R video 
encoder accepts digital data in a \*ariety of fi)r~nats, 
including 4:2:2 YUV. The SAA7199B processes the 
chrominance and luminance according to which stan- 
dard is bcing encoded, cithcr NTSC or PAL., (13, G) .  
The input range of  the SAA7199B is compliant with 
CCIR Report 601-2 for YUV: Y varies from 16 to 235; 
LIand \f vary from 16 to 240. The analog multiplcxcr 
allo\\is either the composite or  S-Video output of tlic 
SAA7199B to be connected to the output connector. 
The switch also allows the video signals to be routed to 

the input circuit for an interrial loop-back connection. 

The J300 video I/O design initially includcd a frame 
store because the CL550 could not guarnntcc that 
comprcssion of a field of video \\~ould be completed 
beforc the nest field started. Even if the J300 scaled 
and f ltcred tlic video data prior to comprcssion, some 
ten~porar'y storage was needed. We incli~clcd cight 
2561C-by-4-bit VRAMs in the d c s i g ~ ~  for this storage. 

I n  t l ~ c  mode \vhcrc only the cvcn ficlcl is k i n g  cap- 
turcd (which could be part of reducing the sizc of  the 
final image from 640 by 480 pixels to  320 by 240 
pixels), the J300 does not know when the system will 
request tlie nest ficld of incoming video. VIWh4s 
orgailizcd as 768 by 652 by 16  bits allo\\r room to  
store nvo felcls of  either NTSC o r  PAL video. The 
incoming video stream continilally alternates bct\vccn 
these two buffcrs. The system then has the option of  
recli~csting thc field that will provide thc minimum 
input latency or  the last complete field stored. 
Reqi~csting the field nit11 the minimum inp i~ t  Jntcncy 
creates the possibility that the compression and rcn- 
dering opcratio~ls nil1 stall n~aiting for the finish of the 
video fi cld bcing processcti. 

In another mode of operation, the memory is 
co~~f igurcd as a 1,024-by-512-by-16-bit btiffcr. This 
configuration is used when conipressing o r  dccom- 
prcssing still images up to 1,024 pixels \vide. Another 
use oftlic framc store organized in this \\!a!! is k)r tiein- 
tcrlacing. In  dcintcrlace mode, tlie even n~ ld  odci fi clds 
arc reco~nbincd t o  fonn one image. Dcintcrlacing 
allocvs capture of a fill1 NTSC; h-ame, but of  only 5 12 
lines o f  a PAL or SECAM framc. This restriction is due 
to  tlie 11ature of  the shift register cycles inlplcmcntcd 
in the VKAMs. A side effcct of using this dcintcrlacc 
mode \\.hen compressing the input is that the temporal 
effccts of'combining thc two fclds generate \\,hat the 
C1,550 considcrs to be a large amount of high-spatial- 
fieqi~cncp components in the image, t h i ~ s  resulting in 
poorer compression. 
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Audio Subsystem Design 
The designers belicvcd that the J300 design should 
include audio capabilities that co~nplcmented the 
video capabilities. Consequently, the design incor- 
porates an analog codec (the CS4215 from Cr!lstal 
Semiconductors) and a digital audio codcc (the 
MC56401 from Motorola Semicond~~ctors) .  These 
two chips provide all the audio 1 / 0  specified in the 
design. They communicate to tlie rest of thc  system by 
means of  a serial digital interface. 

To providc audio capabilities such as compression, 
d ~ ~ o ~ i i p r f i s i o ~ ~ ,  and format con\iersion, the J300 
includes a general-purpose DSP (DSP56001 from 
Motorola Semiconductors) with 8 K  by 24 bits of  
external RAM. This DSP can cornmunicatc to the 
3udio codccs tliro~lgh an integrated port. I t  also han- 
dlcs the real-time nature of that interface by using 
a portion of the RAM to buffer thc digital audio data. 

The J300 offers tlie same type of  l>MA support for 
audio data as for video data. The audio interhcc con- 
troller ASIC;, along with the DSP, provides support for 
four independent DMA streams. These strcams corrc- 
spond to the four possible sources o r  sinks of  audio 
data: analog audio in, analog a ~ ~ d i o  out,  digital audio 
in, and digital audio out. The leti charrnel of the ana- 
log audio connection can also be routed to  tlie head- 
phone/nlicrophone jack. Figure 12 shows a block 
diagram of the audio portion oftlic J300. 

Testability of VO Sections 
In the carlp stages ofdesign, we were aware that built- 
in test features were needed to  facilitate debugging 
and to reduce the amount ofspecial audio- and video- 
specific test cquipnie~lt required in manuhcturing. 
Conseq~~ently, one J300 design goal was to include 

internal and external loop-back capability on all major 
I/O circuits. T i i s  goal \\/as achieved with the escep- 
tion of the digital audio circuit. 

The video encoder can bc programmed in test 
mode to output a flat field of red, green, or  blue. This 
signal \\(as used in internal and external loop-back. A 
comparison of thc values obtained against known 
good values gives sonle level ofconfidence with regard 
to the video I/O stage. The designers accomplished 
external loop-back by using a standard S-Video cablc. 

The analog audio codec has internal loop-back 
capability, and a standard audio cable can be used for 
external loop-back tests. External loop-back tests of 
the headphone/rnicropl.lonc jack required a special 
adapter. 

Even with this degrcc of internal and external loop- 
back capability, the goal \\,as to  be able to perform 
much more rigorous testing without the need of spe- 
cial instrumentation. Tests \yere developed that used 
two 7300 systems t o  feed each other data. One  J300 
system output video data in NTSC or  PAL formats of 
different test patterns, and the other J300 interpreted 
the signals. The designers used the same technique for 
both the digital ancl the analog audio codecs. This 
method provided a high degree of  system coverage 
with n o  additional specialized test instruments. 

Hardware Design Environment 
The ASIC was designed con~pletely in a hardware 
description languagc called Verilog, using n o  
schematic sheets. At first, \ye simulated pieces of the 
design, building simple Verilog models for all the 
devices in the J300. We si~ni~lated complex chips such 
as the video scaler and the CL550 as data sources o r  
sinks, reading data from or  writing data to  files in 
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1300 Audio Block l>iagram 
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mcmor!: This appro'lcli limited the video data that 
could be coniprcsscd or  decompressed to samplcs 
\vlie~-c both \.crsions alrcady existed. In all cases, thc 
I / O  ports on  devices nlodcled included accurate 
timing information. Vcrilog includes the capability 
to  incorporate user-defined routines written in tlic 
C prograli~mi~lg langu;igc tliat can be colnpiled into 
a Vcrilog executable. The J.300 design team took 
advantage of this capability by writing an interface that 
took TURBOchanncl ~cccsscs froni a portion of 
shared memory and used then1 to  drive tlie Verilog 
model of the TURROchannel bus. I n  that \\la!; the 
dcsigncrs could \\,rite tcst ro~~ t incs  in C:, compile them, 
and run them against the Vcrilog model of  the ASIC 
and of the rest of the boa1.d design. 

The Verilog niodcl proved to  be useful in develop- 
ing niani~facti~ring diagnostics and was i~sed to some 
cstcllt for driver and library codc de\~elop~nent .  I t  
\vas a very effccti\:e tool for the h,lrd\\/are designers, 
because niuch of the tcst codc written during the 
ctcsign phase \vas used to  bring up the hard\vare in the 
lab and later as example codc for library development. 
Use of tlie \redlog niodcl for soft\\,are dc\,elopmcnt 
\vas not as cstensi\,e as \\!as lioped, lio\\le\ler. The 
requirement to Iiave a Vcrilog license available each 
time a ~iiodel was invoked limited the 11u11iber of usel-s. 
Thcre were enough licenses for hardware develop- 
mcnt, but fe\v \\lcrc lefi ti)r sohvarc development. 
Another reason the soH\\larc dc\~elopmcnt team dicl 
not rely 011 using tllc Vcrilog ~iiodel \\/as tliat c\,cn 
tlioi~gh the modcl pro\,idcd an accurate simulation of 
the hard\\rare, the modcl \\.as also ver!. slow. 

Concluding Remarks 

With its Sound 8c Motion J.300, FullVideo Supre~nc 
PEG, and Fullvideo Supreme products, Digital has 

achic\led its goal of designing a hardware option that 
allo\\,s the integration oF\~idco into any workstatio~~. 
The adapter perforriia~icc o n  clifferent platfol-ms 
depends on  many factors, cliicf among \vhicli arc the 
cfticiency of tlie bus design (citlicr TURROchannel or  
]'<:I), the amount of othcr traffic on tlie bus, and the 
dcsign of the graphics de\.icc. As tlie performance of 
svstcms, particularl!, grapliics devices, increases, tlic 
bottlcneclc in the 7300 dcsign bccomcs tlie pixel he -  
quency tlirough the 1300 ASIC:. For this reason, any 
fi~turc adapter des ign should incorporate a higher 
pixel frecli~cncy. 

'l'lic 7300 farnil!, of products vras tlie first to offcr 
L3igital's proprietary Acc~lVidco rendcring technol- 
ogy, .~ffording a high-cluality yet lo\\!-cost solution for 
lo1-l.-bit-depth frame buffers. Rendering \side0 to 8 bits 
per pixel in combination wit11 a high-speed bus 
allo\ved an arcliitecturc tliat is independent of the 
graphics subsystem. 
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The J300 Family of Video 
and Audio Adapters: 
Software Architecture 

The J300 family of video and audio products 
is a feature-rich set of multimedia hardware 
adapters developed by Digital for i ts  Alpha 
workstations. This paper describes the design 
and implementation of the J300 software archi- 
tecture, focusing on the Sound & Motion J300 
product. The software approach taken was to 
consider the hardware as two separate devices: 
the J300 audio subsystem and the J300 video 
subsystem. Libraries corresponding to the two 
subsystems provide application programming 
interfaces that offer flexible control of the 
hardware while supporting a client-server 
model for multimedia applications. The design 
places special emphasis on performance by 
favoring an asynchronous I10 programming 
model implemented through an innovative 
use of queues. The kernel-mode device driver 
is portable across devices because it requires 
minimal knowledge of the hardware. The over- 
all design aims at easing application program- 
ming while extracting real-time performance 
from a non-real-time operating system. The 
software architecture has been successfully 
implemented over multiple platforms, includ- 
ing those based on the OpenVMS, Microsoft 
Windows NT, and Digital UNlX operating sys- 
tems, and is the foundation on which software 
for Digital's current video capture, compression, 
and rendering hardware adapters exists. 

Background 

I n  January 1991, an advanced development project 
called J\lidco \\,as jointll, initiated by engineering and 
research organizations across Digital. Prior to this 
endea\.or, thesc organizatio~ls had proposed and 
carried out scvel-al disjoint research projects pertaining 
to  video compression and video rendering. The 
International Organization for Standardization (ISO) 
Joint Photographic Experts C;roup (JPEG) was 
approaching standardization of a continuous-tone, 
still-image compression method, and the I S 0  Motion 
Picture Espcrts Group's MPEG- 1 effort was \\re11 o n  
its \\,as to defining an international standard for video 
 compression.'.'^" Silicon for performing JPEG com- 
pression and decompression at real-time rates was just 
becoming a\gailal~le. It was a recognized and accepted 
fact that the iunion of audio, vidco, and computer 
spstenns was inevitable. 

The goal of  the Jvideo project was to pool the vari- 
ous resources \\tithin Digital to design and develop 
a hardware and software ~nultimcdia adapter for 
Digital's workstations. Jvideo would allo\v researchers 
to  stud!^ thc impact of video o n  the ticsktop. Huge 
amounts of video data, even alter being compressed, 
stress every underlying co~nponcnt  including net- 
works, storage, systc117 hardware, sys t e~ i~  sohvare, and 
application sofnvare. The intent \\)as that hands-on 
experience with Jvideo, while providing valuable 
insight to\\w-d effective management of  video on 
the desktop, M ' O L I I ~  influence and potcntiall!, improve 
the design of  hard\vare and sohvarc for future com- 
puter spstems. 

Jvideo \\!as a three-board, single-slot TUliBOclian~~cl 
adapter capable of supporting Jl'Eti compression and 
decompression, vidco scaling, video rendering, and 
audio compression and decomprcssjon-aII at real- 
time ratcs. Two JPEG codec chips pro\!idcd sin~ultane- 
ous compression and decompression of video streams. 
A custom application-specitic.lication-sic integrated circuit 
(ASIC) incorporated the bus i~ltcrfacc \\!it11 a direct 
memory access (DMA) controller, filtering, scaling, 
and Digital's proprietary video rendering logic. 
J\lideo's software co~lsisted of a dc\~icc driver, an 
audio/video library, and applications. The underlying 
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ULTRIX operating system (Digital's native implcmen- 
tation of the UNIX operating s y t c m )  ran on  work- 
stations built arounci i\lIIPS R3000 and R4000 
processors". Application Ho\v control was s)lncIironous. 
The library maintained mini~iial state information, and 
only one process could access the device at any one 
time. Hardlvare operations were programmeci directly 
from user space. 

The Jvideo projcct succeeded in its objectives. 
Research institutcs both internal and external to  
Digital embraced Jvideo for studying compressed 
video as "just another data type." While some research 
institutes ~lscd Jviclco for designing nctwork protocols 
to alloul the establishment of real-time channels over 
local area ncnvorks (LANs) and \\ride area ncnvorks 
(WANs), others i~sed it to study video as a mechanism 
to increase user producti\lity.'* Jvideo validated the 
various dcsign decisions that \\/ere difkrcnt t i o ~ n  tlic 
trend in industry.' It proved that digital video coi~ld be 
succcssfi~lly managed in a distributed environment. 

The success of Jvidco, the demand for video on the 
desktop, and the nonavailability of silicon for MPEG 
conipression and dccompression influenced Digital's 
decision to b ~ ~ i l d  and market a lo\\,-cost multimedia 
adapter sirnilai- in fi~nctionality to Jvidco. The Sound & 
Motion J300 product, referred to in this paper as simply 
the J300, is a direct descendent of the Jvidco advanced 
devel(.)p~iicnt projcct. The J300 is a t~vo-board, single- 
slot Tl.!IUOclianncl option that supports all the fea- 
tures pro\~idcd by Jviclco and niorc. Figure 1 presents 
the J300 hardware fi~nctional diagram, and 'Ihble 1 
contains a list of the fe:iturcs offcred b!, tlic J300 
product. Details and analysis of tllc J300 li;~rd\vare 
can be found in "l'hc J300 Family of Video and 
Audio Adapters: Architecture and Hardware 13csig11," 
a compa~lion paper in this issue of tIic,/orrt-rml." 

The latest in this series of\,idco/audio adapters are 
the single-board, single-slot peripheral component 
interconnect (PC1)-based FullVidco Suprcmc and 
FullVidco Supreme JPEG products. These products 
are direct descendants of  the J300 and are supported 
under the Digital UNIX,  Microsoti Wirido\\,s NT, and 
OpenVMS operating systems. FullVideo Suprcnic is 
a video-capture, video-rc~idcr, and video-out-only 
option; whereas, FullVideo Supreme JPEG also 
includes vidco compression ancl decompression. In 
Iceeping wit11 the trend in industry and to make the 
price attractive, Digital left out  audio support ~ l l i e n  
designing tllcse nvo adapters. 

All the adapters discussed arc collccti\~el!. called the 
J300 family of  vidco and audio adapters. The sohvare 
architect~~rc for tlicsc options has c\lolved over )/cars 
fro111 being sjimrnctric in Jvideo to having completel!l 
asymmetric flo\\l control in tlic 1300 and Fullvideo 
Supreme adapters. This paper describes the design and 
implementation of the s o h a r c  architecture for the 
J300 family of multi~iiedia devices. 

Software Architecture: Goals and Design 

The sofn\larc design team liad nvo prirn'11.y objectives. 
'Tlic first a n d  most irn~ncdiate objective was to write 
software suitable for controlling tlie J300 hardwarc. 
This soft\\u-c had to provide applicatiolis \vitIi an 
application programming interface (Al'I) that \\,auld 

hide de\iicc-specific programliling .i\/liilc csposing all 
lhnrdulare capabilities in an intuitive manner. The soh- 
\\!are had to  be robust and hs t  \\it11 minimal overhead. 

Asecond, longer-term objective \\.as to dcsign a soh- 
\vare arcliitccture that could bc uscci for successors to 
tlie J300. ' Ihc goal \\)as to def ne gcncric abstractions 
that \vould apply to  fi~turc, similar multimedia devices. 
Furthermore, tlic iniplcmcntation liad to allow porting 
to other devices with rel'ltivcly niinilnal cfhx-t. 

When the project began, no m, l i~~st rca~n millti- 
media devices were a\lailable on the market, and cspc- 
ricnce \\lit11 video on the desktop \vas limited. 
Specifically, the leading multimedia Al'Is \\,ere still in 
their infancy, focusing attention o n  control of vidco 
dc\~ices like \~ideocassettc recorders (V(:Lls), laser disc 
pla)lers, and cameras. (:ontrol of compressed digital 
vicico 011 a \vorkstation had not been considered in any 
SCI+~OUS manner. 

The core members of the J300 dcsign team liad 
\\lorlced on the Jvidco project. Experiences gained 
from that projcct helped in designing all AI'I \vith tlic 
follo\ving attributes: 

Separate libraries for the video and audio subs)/stc~ns 

Functional-level as opposed to component-Icvcl 
control of the device 

Flesibility in algorithmic and hardware tuning 

Provision For both synchronous and  synchronous 
flo\v control 

Support for a client-scr\,cr nioclcl of ~nult i~ncdia 
compnting 

Support for doing audio-ttideo s)lnclironizatio~~ at 
higher layers 

I n  addition, the archirccti~rc \\'as clcsigned to be 
independent of tht: t~ndcrlying operating systelii and 
hardware p1atfi)rm. I t  included a clean separation 
bet\veen dc\rice-indepenclcnr and clc\,ice-dependent 
(x~rtions, and, most important, it lefi device program- 
ming in  tlic uscr space. rrllis last feature ~i iadc  the 
cicbugging process tractable and \vas the key reason 
behind the dcsign of a generic, portable kernel- node 
multimedia device dri\.e~-. 

As shown in tlie sections that follow, tlie softwarc 
design dccisjons were influenced greatly by tlie dcsirc 
to  obtain good performance. The goal of estracting 
I-eal-time pcrhniiancc fi-om a non-real-time operating 
system tvas challenging. To\vard this end, designers 
placed special emphasis on  providing an asy~lchronous 
model for sohvare flow control, on designing a fast 
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Figure 1 
'Ihc Sound Ci: Motion J300 Hnrd\varc Functioni11 lIiagr.11n 

Table 1 
J300 Hardware Features 

Video Subsystem Audio Subsystem 

Video in (NTSC, PAL, or Compact disc (CD)-quality 
SECAM formats)" analog I10 
Video out (NTSC or PAL Digital I/O (AES/EBU 
formats) format support)** 

Composite or 5-Video I10 Headphone and 
microphone I/O 

Still-image capture and Multiple sampling rates 
display (5 t o  48 kilohertz [kHz]) 

JPEG compression and Motorola's DSP56001 for 
decompression audio processing 
Image dithering Programmable gain and 

attenuation 
Scaling and filtering DMA into and out of 
before compression system memory 
Scaling and filtering Sample counter 
before dithering 

24-bit red, green, and 
blue (RGB) video out 

Two DMA channels 
simultaneously operable 
Video genlocking 

Graphics overlay 
150-kHz, 18-bit counter 
(time-stamping) 

* National (U.S.) Television System Committee. Phase Alternate Line. 
and Sequentiel Couleur avec Memoire 

*' Audio Engineering SocietyIEuropean Broadcasting Union 

Itcrncl-mode dc\'icc dri\cr, n~i t t  o n  pro\,iding an archi- 
tccturc that \vould rccluirc t l ~ c  least numbel of s!,stem 
calls and minimal data copying. 

The kcn~el-lnodc de\.icc dri\.cr is the lo\\.cst-lc\.cl 
sofi\\,nrc n~odulc  in the J300 soft\\,arc liicr,l~.cl~!~. Tlic 
dri\ecr \ic\\rs the J300 liard\\,a~-c as t\\.o distinct dc\.iccs: 
the J300 audio and the J300 \,idco. Depcncling 011 tlic 
rcclucstcd scr\ricc, the 1300 kcrncl dri\.cr ti ltcrs c o ~ n -  
mands to thc appropriate subs!,stc~n dri\,cr. This lit!, 
decision to  separate the J300 harcl\varc b!. f~nct ional-  
ity intluenced thc dcsign of the upper layers ofthe sofi- 
\\,arc. I t  allo\\lcd dcsigncrs to divide thc t~s l< into 
rnlinagcablc colnpooents, both in terms o f  c~igineer- 
i ~ i g  cffc)rt and ti)r project managcmelit. Scp:lrate teams 
\\70rkccl on  the t\\,o subsystc~ns for cstcndcd periods, 
and the overall dc\~clopment time \\/as r cd~~ccd .  Each 
subs!atem liacl i t s  o \ \n  I<crncl dri\,er, user driver, 
sott\\.arc librar!; test applications, and di~lg~iostics 
sotk\\rnrc. Tlic decision to scp,ir.ltc the a u d i o  and the 
vicico sofni'arc pro~cc l  to bc a good one. 1)igital's l ~ t -  
cst multimedia offering includes PCI-bascd FullVidco 
Supranc adapters that b ~ ~ i l d  on the video subsystc~n 
soft\\rnre of thc J300. Unlike tlic J300, tlic nc\\.cr 
adaptus do not include an audio subsystc~n and t l i ~ ~ s  
do not  use the ;111dio library and driver. 

Follo\\*ing the pliilosoph!, behind the actual dcsign, 
the ensuing discussion o f  the 1300 soft\\,nrc i s  orga- 
11ized i l l to two major sections. The first describes the 
soh\fare for the video subsystem, including the design 
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'lnd implcmcnt,1tio1i o f  the \,icico sofn\,.ll.c library 'lnci 
the Itcrnel-mode \.idco sul>systcm dl-i\rcr. I'crformance 
d a t ~  is ~ x c ~ n t c c i  a t  tllc cnci o f  tliis section. T l ~ c  second 
mdjor sccrioll cicscribcs the soft\\.,l~.c \\.rittcn for 
the audio sul>s!,stcm. .l'lic p'ipcr t l lc~i  presents the  
~netliodolog!, behind the dc\rclopmcnt ,ind testing 
p ~ ) c c d u r c s  for the \.arious sofn\ . ,~rc components  and 
some impro\.cmcnts r h , ~ t  arc ~ L I I - r c n t l y  being i~i\.esti- 
g ~ t e c i .  A scction o11 I-cl,ircd pi~blislicd \\.orlt c o n c l ~ ~ d c s  
the paper. 

Video Subsystem 

T h e  top  o f  tllc sofn\,nrc I ~ i e r ; ~ r c I i ~ ~  fix tlic \ , idco S L I ~ -  

system is the application layel-, and the bot tom is the 
Iterncl-mode dc\,icc dri\ ,c~-. Tlic follo\\,ing s i~npl i fcd  
example illustrates tllc f ~ ~ n c t i o ~ l s  o f  the \,urious m o d -  
~ ~ l e s  that compose tliis I~ic~-,l~.cl~y. 

Consider '1 \,idco applic,ltion t h ~ t  is lin kcd t o  a multi- 
media client libr,lry. 13uring the course o f  execution, 
the application aslts for a video operation through 
a call t o  a clicnt lil>ral-!l f ~ ~ n c t i o n .  Tlic clicnt library 
pacltages the I-cqi~cst and passes it t l i o ~ ~ g l i  ,I socket t o  .I 
multimctiia scr\.cr. 71'llc scr\.cl-, \\~Ilicli is running in the 
b~c l tg round ,  piclts u p  tlic request, dctcl-mines tllc suh-  
s!.stcln for \\.llicli it is intcncicci, and in\roltcs tlic user- 
lnodc ciri\,cr for that subs!atcm. T h e  user-mode clri\,cr 
translates the scr\.crls rcclucst t o  an ,~p~>ropr ia tc  ( l ion-  
bloclting) \,idco libr.lry call. I{ascd on  the oper'ltion 

r e q ~ ~ c s t e d ,  the \zidco library b ~ ~ i l d s  scripts of  li,~rd\v.lrc- 
specific commands and informs the Itcr~lcl-mode 
de\zicc dr i \cr  that nc\\, comm,inds .Ire ,~\.,lilablc for csc-  
c ~ ~ t i o n  01-1 the Iiard\\~3rc. At the next possible opbx)rtu- 
ninr, the Iternel driver responds by cio\\.nloading tllcsc 
commands to the i~ndcl-lying linrd\\.a~-c, \ \ , l~icli  tlicn 
performs the desired opcration. Once  the operation is 
complete, results 'Ire r e t ~ ~ r n e d  t o  the 'lpplication. 

Figure 2 sho\\.s '1 graphical representation o f  the 
sofn\-are hiel-arch!,. Tlic modules abo\.c the Itcrncl- 
m o d e  de\,ice dri\.er, c sc l t~d ing  tlic opcr.lting s\,stcm, 
are in user space. T h e  rc~n'lining m o d ~ ~ l c s  arc in kcrncl 
space. Tlic \,idco library is rnodul.lrizcd into dc\,icc- 
indcpcndcnt and dcvicc-dcpencic~it p'lrts. Most  o f  the 
J300-specific code resides in the dc\,ice-depcnticnr 
portion of the  library, and \,cry little is in the Itcrncl- 
m o d e  drijrer. T h e  follo\\ring sections cicscribc the \~.lri- 
oils components  o f  the viclco s o h \ , a r e  liicrarcliy, 
beginning \\,it11 the de\~icc-indcpcndcnr part o f  the 
\ ~ i d e o  library. T h c  description o f  the m~~lt imeci ia  clicnt 
library and the multimedia scrj7cr is beyond tlic scope 
o f  this paper. 

Video Library Overview 
T h e  c o n c e p t ~ ~ a l  lnodcl ~ d o p t c d  for  the sofn \~arc  con-  
sists o f  three dedicated fi~nctional units: ( 1 )  c . l p t ~ ~ r c  
or play, ( 2 )  compress o r  clccomprcss, ,117ci (3)  ~ - e ~ i d e r  o r  
bypass. Figure 3 illustrates tliis model; Figill-c 1 slio\\.s 
the hard\\.arc components  \\!ithill e'lcli o f  the thrcc 

Figure 2 
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Conceptu'll lLIodel for the 7300 Video Subsystem Sohvare 

units. The units may be combined in various co~lfigu- 
rations to perform different logical operations. For 
example, capture may be combined with compression, 
o r  decompression may be combined with render. 
Figure 4 shows how these fi~nctional units can be 
con~bjned to form nine different video flow paths sup- 
ported by the sohvare. Access to the units is t l i r o ~ ~ g h  
dedicated digital and atlalog ports. 

All fitnctional units and ports can be config~tred 
by the video library through tunable parameters. 
Algorithmic tuning is possible by configuring the 
three units, and 1 /0  tuning is possible by configuring 
the thrce ports. Examples of  algorithmic tuning 
include setting the Huffman tables or  the quantization 
tables for the compress unit and setting the number of 

COMPRESS 

CAPTURE INPUT 

PROCESS 

RENDER 

output colors and the sharpness for the render unit.Ig 
Esamples of 1 /0  tuning include setting the region of  
interest for the compression port and setting the illput 
video format for the analog port. Thus, ports are 
configured to indicate the encoding of  the data, 
whereas units are configured to  indicate parameters 
for the video proccssing algorithms. Figure 5 shows 
the various tunable parameters for the ports and units. 
Figure 6 shows valid picture cr~coditlg for the 13470 

Digital 1 / 0  ports. Each filnctional unit operates inde- 
pendently on  a picture. A picture is ciefincd as a video 
frame, a video field, or  a still image. Figure 7 illustrates 
the diffcrcnce benveen a video frame and a video field. 
The parity sctting indicates whether the picture is an 
even field, an odd field, or  an interlaced frame. 
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Figure 4 
The Nine Different J300 Video Flow Paths 
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Figure 7 
A P~cture, Which May Bc a Franic O r  a Field 

T h e  s o h v a r e  brondly dassifies operations as either 
nonrecurring o r  recurring. Nonrecurring operations 
involve setting LIP the sofnvare for subsccli~cnt pict i~rc 
operations. An esaniplc of a nonrecurring operation 
is the conf ig i~ra t io~i  o f  tlic capture unit.  Recurring 
operations are p i c t ~ ~ r c  opel.ations t l l ~ t  npplications 
invokc citlier periodically o r  aperiodic;~ll!~. Esaniplcs 
o f  rccurring operations are CaptureAndCompress, 
RenderAndPlay, and DecompressAndRender. 

All picture operations arc pro\lidcd i l l  t\\w \,ersions: 
blocking and nonblocking. Blocking operations force 
the  library to behavc synchronously \\lit11 the  hard- 
ware, whereas nonhlocking operations can be used for 
asvnchronous program flow. Progmmll2i1~g is simpler 
with blocking operations b ~ ~ t  less efticicnt, in ternis o f  
overall p e r f o r m a ~ ~ c c ,  CIS c o ~ n p a r c d  r o  nonblocl ing 
operations. All pict~lrc  operations rely o n  cornbjnu- 
tic~ns o f  input  and o ~ l t p u t  buffers for pict i~re data. To 
avoid cstra data copies, applications arc r e q ~ ~ i r e d  
to register these 1 / 0  buffers with thc library. T h e  
buffers are locked do\\ln by the library and are ilsed for 
subsequent 1)lMA transfers. Results from c\!ery picture 
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opcr,~tion come \\lit11 a 90-JzHz timc stamp, \vhich can 
bc used by applic~tions for s!lncl~ronizatio~i. (The 
1300's 150-kHz timer is subsa~nplcd to rn;~tcli the 
tirncr frcqucnc!, spccifkd in the I S 0  bI1'EG-1 Systcnl 
Specif catio11. ) 

The \~ideo library supports a client-server mocicl of 
c o m p ~ ~ t i n g  t h r o ~ ~ g l i  the registration of para~netcrs. 111 
this model, the \,iJco library is pnrt of the server process 
that controls the liard\\.arc. Dcpcndi~ig on its nccds, 
each client application may configi~rc the hard\varc 
device differently. To  support multiple clients simul- 
rancouslj: the server may lia\lc to efficiently s\\litcli 
bctwccn the various liard\\larc configurations. The 
server registers \vitli the \.idco library the relc\,ant sct- 
LIP ~ ~ I - ~ I I I C ~ ~ I - S  of tlic \,arious h~nctional units and I/O 
ports for each I-cqucstcd hard\\lare configuration. 
A token returned by the library serves to id en ti^ the 
registered parameter sets for all subsequent operations 
associated with the particular configuration. Multiple 
clients recl~~esting the same hard\varc configuration get 
the same token. Wlicrc\~cr appropriate, default vnlucs 
fix- parameters 11ot specified during registration are 
used. Rcgistratio~ls arc classiticd as either llea\?~\~eiglit, 
c.g., setting the number o fou tp i~ t  colors k>r the render 
unit, 01- lighn\.cight, e.g., setting the quantization 
t~b lcs  for tlie compress  nit. A I~ea\,y\veight rcgistr;i- 
tion oticn requires the library to carry out co~~iplcx  
c.~Ici~l,~tions to detcnninc the appropriate values ti)r the 
hard\ \ ,~rc  and consumes more tinic than a lighn\~ciglit 
rcgistr.ltion, \\.hich ma!' be as simple as c l i a ~ ~ g i ~ ~ g  n 
\value in ,I register. Once set, indi\ridual parameters cnn 
be cli.lnged at a Inter time with edit ro~~ t ines  pro\lidcd 
by t l ~ c  library. After the client Iias finished  sing tlic 
liarci\\~arc, the ser\,cl. unrcgistcrs the hnrd\vare contigu- 
ration. The video library deletes all related internal state 
intimnation associated \\it11 that configuration only if 
uo other client is using the same configuration. 

The library provides routines k)r cli~crying the con- 
figurations of  the ports and units at any given timc. 
Extcnsi\,e error checking and reporting arc built into 
the sohvare. 

Video Library Operation 
Internally, the vicico library relics o n  qireucs k ) ~ -  
suppol-ring asynchro~ious  ionbl bloc king) t lo~v control 
and h r  obtaining good perfor~i~ance.  Three types of 
~ L I C L I C S  arc defined \vithin the library: (1) conimand 
cluci~e, (2) e \ m t  (or  status) ~ L I C L I C ,  and ( 3 )  request 
O L I C L I ~ .  The  command and event queues arc allocated 
by the kernel-mode dri\rer from the nonpaged system 
mcrnor!, pool at I<crncl-dri\fer load time. At dcvicc 
opcn timc, the n\lo qLleues are mapped to the user \sir- 
rual memory address space and subsccluently shared 
by tlic \.idco libr;ir)f and the Izerncl-niode dri\,er. The 
recluest ~ I L I C L X ,  on the other hand, is allocated by the 
library at de\.ice opcn time and  is part of t l ~ c  Llscr 

virri~;ll melliory space. L3ctailcd descriptions of the 
thrcc t)!pcs of c l~~cucs  :i)llo\\.. AII example sho\\s ho\v 
thc C I ~ I ~ L I C S  are L I S C ~ .  

Command Queue l'lic command q ~ ~ c u c ,  thc licart o f  
tllc library, is cmplo!~cd for onc-\\,ay co~nmunication 
from the library to the Itcr~icl dri\rcr. Figure 8 sIio\\~s 
tlie coniposition of the command q u c ~ ~ c .  Essentially, 
tlic command c l i ~ c ~ ~ c  contnins com~ii,lnds that sct up, 
start, clnd stop the harcl\\~are for p i c t ~ ~ r c  opcl.atio~is. 
Picture operations correspond to video library calls 
invokcci by the usel--mode drivcr. Even tliougli the 
arcllitcct~~rc docs not i~iiposc any restrictions, a picti~rc 
operation ~~sual ly  consists ofn\ ,o scripts: tlie first script 
sets up the operation, and the second script cleans up 
afier the hard\vare complctcs the operation. Scripts arc 
made up ofpackets. The header packet is callcd a script 
packct, and the remaining packets are called co~ru i~and  
packcts. The library builds packets ancl puts t h e ~ n  into 
the command queue. The kernel drivcr retrieves a i d  
intcrprcts script packets and do\\.nloads the command 
packcts to the hard\v;ire. Script packets provide the 
kcr~icl driver with i11ti)rrnation about the type ofscript, 
the number of con1m;lnd packcts tliat constitute the 
script, and the hard\\,arc interrupt to cspect once nll  
commnnd packets have been do\vnlo;ldcd. C:o~nnlanJ 
packets arc register I / O  operations. A c o ~ n m a ~ l d  packct 
can contain the type ofrcgister acccss dcsjred, the Itcr- 
ncl \rirt~~aI acldress oitlic register, and the \ d u e  to ilsc 
if it is J \\,rite opcr'ition. Tile lib la^.!^ Llses identifiers 
associated \\rith thc command pnckcts a n d  the script 
packets to identi$ tllc associated opcrntion. Tlic com- 
mand clueue js managcd ns a ring buffer. T\\ro inticscs 
callcd P U T  and G E T  dictate \\,liere packets gct 
addeci and  fro111 \\.here old paclwts nrc to be cstmctcd. 
A first-in, fi rst-out ( F I F O )  service policy, is adhcrcd to. 
The library manages the P U T  index, and the Itcl.ncl 
driver manages the GET index. 

Event Queue The c\.cnt queue, a co~npa~ l ion  to the 
commanci qileue, is also used for onc-\\.;y c o ~ i i ~ n u n i -  
cation but in the rcvcrsc direction, i.c., from the kcrncl 
drivel- to tlie library. Figure 9 s l~ows thc composition 
of the c17ent queue. Tlic kernel drivcr p ~ ~ t s  information 
into thc queue in the k)rm of event p;ickcts wlic~lcvcr 
a linrd\rare interrupt (event) occurs. Event packcts 
contain tlic type of liard\\rare interrupt, the timc at 
which the interrupt occurred, an integer to  id en ti^ 
the completed request, and, \\.lien appropriate, a \~aluc 
from n relevant harci\\pare registcr. "l'lic library moni- 

c ets to tors the clueue and examines the cvcnt p? -k 
determine \\lliich requested picti~rc opcration com- 
pleted. As is the case with the commnncl qileuc, the 
e\Icnt queue is nianagcd as a ring buffer with a FIFO 
ser\icc polic!,. The librnry ~nan ip~~la tc s  the GET indcs, 
and tlic kernel driver manipulates the I'UT indcs. 



Figure 8 
The Command Queue 
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Request Queue TI:he library uses tlie rcqucst queue 
to  coordi~late user-mode driver requests with opcra- 
tio~ls in the command clueue and with completed 
events in the event qucue. When ;I picture operation 
is requested, the library builds a request packet and 
places it in the request queue. The packet contains 
all information relevant to the operation, such as 
the location of the source or  destination buffer, its 
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size, and scc~tter/gather maps for DLMA. Subsequently, 
the library uses the request packet to program the 
command queue. Once the operation has con~pleted, 
the associated request packet provides the information 
that the library needs for returning the rcsults to 
the user-rnode driver. As with the other queues, the 
service policy is FIFO, and thc queue is managed as 
a ring buffer. 
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Capture and Render Example Figure 10 shows an 
application displaying live video on a UNIX work- 
station that contains a J300 adapter. Thc picturc opcr- 
ation tliat makes this possible is the video librar!r's 
CaptureAndRender operation. A description of the 
asynchronous flow of control wlien the user-mode 
driver invokes a CaptureAndRender picture operation 
follours. This esanip.le jllustrates the typical interaction 
between the various sohvare and hardware compo- 
nents. The discussion places special eniphasjs on the 
use of the q ~ ~ c u c s  previously described. 

1. The user-liiode video driver invokes a nonblock- 
ing CaptureAndRender picture operation with 
appropriate arguments. 

2. The  library builds a request packet, assigns an 
identifier to it, and adds the packet to the request 
queue. Subsequently, it builds the script and coni- 
mand packets needed for setting up and terminat- 
ing tlie operation and adds them to tlie command 
clueuc. I t  then invokes the kernel driver's start 
I/O routine, to indicate that new hardware scripts 
have been added to the command queue. 

3. Start I/O queues up the kernel routine (which 
do\vnloads the command scripts to tlie I~ard\vare) 
in the operating system's internal call-out queue 
as 'I deferrcd procedure call (DPC) and returns 
control to the video library.1° 

ate (frames/sec): 29.9 - = II 

Figure 10 
Live Video on a UNJX Workstation Using the C a p t ~ ~ r e  
and Render Path 
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4. The video library returns control to the user- 
mode driver, which continues from \\,liere it h ~ d  
left off, performing other tasks ~ ~ n t i l  it invokes 
a blocking (i.e., wait) routine. This gives the 
library an opportunity to  check the event queue 
for new events. If there are n o  events to ser- 
vice, the library asks the kernel driver to  "put it to 
sleep" until a new event arrives. 

5. In  thc meantime, the DPC that huci prcvio~~sly 
been q i ~ e ~ ~ e d  up starts to execute aficr being 
involted by the operating system's sclicd~~lcr. The 
job of the DI'C is to read and interpret script pack- 
ets and, based on  the interpretation, to download 
tlie command pacltets that constitute the script. 
Only the first script tliat sets up and starts the 
operation is downloaded to the hardware. 

6. A hardwarc interrupt signaling tlie conipletio~l of 
the operation occurs, and control is passed to the 
kernel driver's hardware interrupt servicc routine 
(ISR). Tlie hardware ISRclears the interrupt line, 
logs the time, and queues up a sohvarc ISR in the 
system's call-out queue, passing it relevant infor- 
mation such as the interrupt type and 'in associ- 
ated time stamp. 

7. The operating system's scheduler invokes the 
C I L I ~ L I ~ ~  sohvare ISR. The ISR then reads and 
interprets tlie current (end) script packct in the 
command queue, whicll provides the type of  
interrupt to expect as a result of do~vnloading thc 
previous (start) script. The software ISR checlts 
to see if tlie interrupt that was passed to it is the 
same as one tliat was predicted by the (cnci) script. 
For exani,ple, a script that starts a render opcr'ltion 
Inay expect to see a REND-DONE event. When 
the a c t ~ ~ a l  event matches the prcdictcci event, the 
conimand pacltets associated with the current 
(end) script are downloaded to the harciwarc. 

8. After all command packets from the (end) script 
have been downloaded, the sol-iwarc ISR logs the 
type of event, the associated time stamp, anci a11 
identifier for the completed operation into the 
event queue. It then issues a \\fake-up call to any 
"sleeping" o r  blocked operations that niiglit have 
been waiting for hardware events. 

9. Tlie system wakes the sleeping library routine, 
which checks the event queue for new c\/cnts. If a 
REND-DONE event is present, tlie library ~ ~ s c s  the 
request identitier from tlie event packet to get the 
associated request packet from the rcqucst clucuc. 
It then places the results of the operation in the 
rnelllory locations that are pointed to by acidrcsscs 
in the rcqucst packet and that belong to  the user- 
mode driver. (The buffer containing the renclereci 
data is not copied because it already belongs to the 
user-mode driver.) Tlie library updates the GET 



indexes of the event and request queues and 
returns control to the user-mode driver. 

10. The user-mode driver may then c o n t i n ~ ~ e  to 
c l i ~ e ~ ~ e  up more operations. 

Figure 11 slio\\,s a graphical rcl~rcsentation of 
the capture a n d  render example. If clcsired, multiple 
picture operations can be programmed through the 
library before .I single one is docvnloacied by tlie driver 
and esecuted by the hardware. Additionally, perfor- 
lilance is enhanced by improving the asynchronous 
tlo\v through the use of  multiple buffers for the dif- 
ferent hnctional units sho\vn in Figurc 3. 

Sometimes it is necessary to bypass the queuing 
mechanism and program the hardware directlv. This is 
especially true for hardware diagnostics and operations 
such as hardware resetting, which require immediate 
action. In addition, for slow operations, such as setting 
the analog port (video-in circuitry), programming the 
l1;irdware in the kernel using ~ L I C L I C S  is i~ndesirable. 
The kernel driver supports an imnieciiatc mode of 
operation that is accomplished by mapping the hard- 
ware to the library's memory space, disabling the conl- 
mand queue, and allo\\~ing the library to program the 
hardware directly. 

The Kernel-mode Video Driver 
To keep the coniplesiry of the kernel-~iiode video driver 
nianageable, we made a clear distinction benveen device 
programming and device register loading. Device- 
specific programming is done in user space by the video 
library; device register I/O (\vitIioi~t contesti~al under- 
standing) is performed by the kcrncl driver. Separating 

USER SPACE 

the tasks jn this manner resulted in a kernel driver that 
incorporates little device-specific kno\\lledge and thus is 
easily portable across multiple devices. 

The kernel driver allows only one process to access 
the device at any particular time. (Support for multiple- 
process access is provided by the niultiniedia server.) 
C o ~ n p o n e ~ ~ t s  of the video kernel-mode driver include 

1 AI Initialization Routine-The driver's initializa- 
tion routine is executed by tlie operating system at 
driver load time. The primary fi~nction of this rou- 
tine is to reserve system resources such as nonpaged 
kernel memory for the command clueue, the event 
queue, and the other internal data structures 
needed by the driver. 

A Set of Dispatch Routines-Dispatch routines 
constitute tlie maln set of static fi~nctionality pro- 
vided by the driver. The dr~vcr provides dispatch 
routines fbr opening and  clos~ng the video subsys- 
tem, for ~iiapping and unniapping hardware regis- 
ters to the kernel 'lnd to user ~ i r t i ~ a l  memory address 
spaces, fi)r locking and unlocking noncontiguous 
memory tbr scatter/gather DMA, and for mapping 
and unmapp i~~g  the various queues to the library. 

An Asynchronous 1 /0  Routine-The video library 
invokes this rol~tine to check for pending events 
that have to be processed. If un unser\ficed event 
exists, the Iccrnel driver immediately returns control 
to the library; if no event exists, the system p ~ ~ t s  the 
library process to sleep. 

A Start I/O Routine and a Stop 1/0 Routine- 
The driver uses the start 1 / 0  routine to initiate data 
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transfers to and fkoni the J300 by do\\,uloading reg- 
ister I/O comniands from the command clt~eue to  
the J300. .l'lic stop 1/0 routine is used to terminate 
the downloading of future scripts. For performance 
reasons, scripts in the process of being downloaded 
cannot be stopped. 

A H ~ r i l \ \ . ~ r c  I ~ i t c r r ~ ~ p t  Scr\,icc Rot~tine-Since the 
liard\\.arc lS1l runs at a higher priority than both 
system alid user space routines, it has purposely 
been kept small, performing only si~ilple tasks 
tliat are absolutely necessary and time critical. 
Specifically, the liard\vare ISR records tlie interrupt 
2nd the rime 3t \\~liicli it occurred. It then clears the 
interrupt and C ~ L I C L I C S  LIP a sott\\.firc ISlZ. 

A Soh\~al-c Intcrri~pt Ser\,ice Iloi~tinc-The soft- 
ware ISR is tlic heart of the kcrncl dri\,cr. I t  runs at 
a lo\ver intcrri~pt reqilest le\lcl ( IRQL) than the 
hardware ISR but has a higher priority than user- 
space routi~lcs. The sofwarc ISR is invoked as a 
DPC: either by tlie hard\varc ISR o r  by the library 
through n start 1 / 0  request. Its main fi~nction is 
to process script pacltets and tio\\.nlo;ici command 
packets progl-limmed by the \,itico library. 

Debugging the Video Subsystem 
Recause of tlic real-ti11.1~ nature of opcrations, debug- 
ging the soft\\.nre \\pas a challenge. The size of the code, 
tlie complcs interaction ben\,een the \.nrio~~s f~nct ion~l l  
pieces, a~id  tlic ~ S ~ I I C ~ ~ O I I O L I S  11.it~1rc of'opcratio~ls SLIS- 

gesteci that, tbr elchugging purposes, it \\ ,oi~ld be hclp- 
fill if hard\varc com~iiands could be scrutinized just 
before the tinnl downloading took place. Fortunately, 
the video library's cstcnsi\~e ilse of quci~cs made it pos- 
sible for LIS to cicsign a custom tool \\it11 knowledge of 
the hardn.arc and so%\,are arcliitccturcs tliat \\.auld 
allo\\l us to cs:iminc the command scripts. 

I n  additioll to prcscnting ,I t i cb~~gg ing  cliallcngc, 
tlie real-time nature of operations limited tlic scope of 
UNIX tools liltc dbx, kdbx, and ctrace. Timing  as 
important, ancl the debugger had the tendency to slo\\/ 
down tlie o\.crall program to the point \\/here a previ- 
ous hilure o n  n free s!lstem \\!o~llJ not occilr \\,it11 tile 
debugger cnablcd. To catch somc of these eli~si\.c 
bugs nrliile prcscr\sing the timing intcgriq, of the opcr- 
ntions, the scratch random-access mcniory (IWM) oli 

tlic J300 audio subsysteni (see Figure 1 ) \\ras used to 
store traces. A brief description of the two approachcs 
follo\.\~s. 

Queue Interpreter The queue interpreter \ifas specif - 
call!, dc\relopcd 11s nn aid for debugging the \,idco 
library. As tlic name suggests, its primary f~~nc t ion  \\.as 
to inte1-prct the commands in the com~nand queue 
and the events in tlie event queue. At rando~ii  
locations in the library, a list of hardware comnia~ids 

c~~rrcnt ly  in tlic command queue c o ~ ~ l l i  be \,ie\\.ed 
before tlie kernel driver cio\\lnlo;idcd t l ic~n for esecu- 
tion. For each conininnci, tlie information displayed 
included a scqucncc number, the n p c  of operation, 
the ASCII name of the register to be ncccsscd, the reg- 
ister's physical acidrcss, the \,due to bc \\.rittcn, and, 
\\,lien possible, n bit-\vise interpret.ltion of the \xlue. 
';This information \\,as i~scd to check iftlic ~ ~ p p c r  la!,cr 
sokware had programmed the dc\ricc registers in tlie 
correct sequence anci \\tit11 tlie proper values. 

Another important capability of the clucuc inter- 
~ x c t e r  \i?as that it coi~ld step through tlic command 
packets and do\vnlond each command separately. On 
man!, occ.~sio~is, this f rnction helped locate and isolate 
tlic spccitic rcgistcr ncccss that \\,as causing tlic hard- 
\\';ire to stall 01- to crnsli the s!,stcm. 13!, using the 
secli~uice num ber, tlic offending liard\\~arc co111111;und 
could be traced to the precise location in tlic library 
~ I i c r c  it liad been programmed. 

In  addition, the C ~ L I C L I C  i~itcrprctcr \\,;is able to search 
the conimanii queue for any access to 3 spccitic 
liurd\\,arc rcgistcr, could display rlic contents of 
tlic c\.cnt q ~ ~ c u c ,  n~ld Ii:ld 3 "quict ~nocic," in \\,liich 
the interpreter \\*oulci log the co~nmands o n  a disk 
fix later analysis. 

Audio RAM Printer Although it \\,as a ~ ~ s c f i ~ l  tool for 
debugging, the qucuc interpreter \vas not 3 good real- 
time tool because it slo\\,cci cio\\,n the o\~crall program 
csccution and tlius affected tlie nc t~~nl  timing. 
Similarl!; ltcrncl ciri\lc~ opcrations could not be t ~ l c e d  
using the s!!stcm's printf( ) cornmanti hccausc it too 
affected the timing. Furthcrniorc, because of the nsyn- 
chronous liaturc of printf( ) and tlic possibility of 10s- 
ing it, printf() \\,as incffecti\.e in pinpointing the 
pl'ccisc conimand tliat had caused thc s!.stcm to fail. 
.. - 1 I~LIS,  \\.e liad to f nti an alternate mcchnnism h)r 
cicbi~gging hilures rclatcci to timing. 

The J300 audio subs!,stcm has '111 HI<-b!,-24-bit 
RAM tliat is never uscii h r  any video opcrnrions. This 
observation Icd to the inlplcmcntatio~i of a print film- 
tion tliat \\,rote dircctl!! to the J300's audio IMl\.l. This 
mocliticd print ft~nction \vas intcrniised in the suspect 
cocie fragment i l l  the I<crncl dri\rcr to f;~cilir.ltc trace 
analysis. \ /V~cn  a s\,srcm L ~ i l ~ ~ r e  o c c ~ ~ r r c d  or ,it'tcr the 
npplicatio~i had stoppxi, a soltipanion "s~~iffcr" I - ~ L I -  
tine \\*auld read and dump tlie contents oVtlic IMM to 
tlic screen o r  to a ti lc for analysis. The modificci print 
fi~nction \\.as used primarily for debugging dyna~nic 
o p r ~ t i o n s  such 3s tlic ones in the liard\\*arc and soft- 
\\.arc interrupt Iinndlcrs. iCl,in! bugs \\.ere found and 
fisccl using tl~is tccliniquc. Tlic one ca\,cat \\,ns that this 
tcclinique \\,as usc f~~ l  onl!. in cases \\~licrc the \-ideo 
subsystem was causing a system hilurc inclcpc~itic~it of 
the operation of the audio subsystem. 



Video Subsystem Performance 
Measuring rhc true performance of  any sohurare is 
gc~icrallly a difficult task. The complex interaction 
bct\\~ecn difti-rent modules and the 11~1mbcr of vari- 
ables that must be fiscci ~ilalies the tad< . i ~ . c i u ~ u ~ .  For 
\,idco, the problem is aggra\ratcd b!! the fact that the 
speed \\,ith \\,Iiich tllc ~~ndcrl!jing \,icico compression 
nlgorithm \\rorlts is ~ionlincarly dcpcndcnr on the con- 
tent of the video frames and the desired compression 
ratio. A user \\,orking \\,ith a comprcsscd secjuence th;it 
contains images that arc smooth (i.c., Iia\.c liigli spiltial 
rcdundanc\,) \ \ , i l l  get a faster decompression rate than 
a L I S ~ T  \\'lie I i ~ s  .I S C ~ L I C I I C C  that cont,lins images tliat 
ha\,c regions of high ficquencies (i.c., h3i.c lo\\, spatial 
redundancy). A siniilar cliscrcpnncy \ \ ' i l l  exist \iflien 
S C ~ ~ L I C I ~ C C S  with diffcrc~lt comprcssio~i ratios are used. 
Since there arc n o  standard \,idco scqucnccs asailablc, 
rhc analyst Iias to m;tkc a best g ~ ~ c s s  at choosing a set of 
rcp~sc~ira t ivc  sccluc~ices for cspcrimcnts. Recause the 
final results 3rc cicpcncic~it 011 tlic input data, they arc 
in t l~~cl~ccd by this decision. Otlics possible reasons for 
the variability of r c s~~ l t s  are tlic cliffcring loads on the 
operating systcms, the different configurations of 
thc u~iderlying soti\\*arc, and the ovcrhcad imposed by 
thc different tcst applications. 

Our  moti\.ation k)r checking the performance of 
tlic 1300 and Fullvideo Suprcmc J1'F.G adapters \vas 
to cictcrminc \\.hcthcr \ve had succccdcd in our goal 
of dc\~eloping soti\\fnrc that \\lould cstrnct real-time 
performance \\,hilt adding minim.11 o\~crhcad. Thc 
platforms \ire uscci in our cspcrimcnts \\.ere the 
AlpliaStation 600 5/266 and the 1)EC 3000  model 
900. Tlie AlpliaStntio~i 600 5/266 \\,as chosen 
bccnuse it is 3 I'(:l-based system 2nd c o ~ ~ l d  be usecl to 
tcst the F~~lIVidco Supreme ]PEG adapter. The DEC 
3000 Modcl 900 is a TURBOchanncl systelii a n d  
coulti be used to tcst the J300 ;lti;lptcr. Both systc~ils 
'Ire built around the 64-bit Alpha 2 1064A processor 
running at clock rates of 266  mcgnhcrtz (MHz) and 
275 MHz,  rcspcctivdy. Each system \\.as configured 
\vith 256 megabytes of physical memory, nnd cacli \\/as 
runniog the l>igit;ll UNIX Version 3.2 operating sys- 
tem and l>igit,ll's Multimedin Scr\,iccs Version 2.0 
for Digitnl UNlS sotiutare. N o  compute-intensi\~e or 
1 / 0  processcs \\.ere running in the hackground, and, 
hence, the systcms \\.ere lightly loacicd. 

Our  experiments \\*ere designed to rctlcct real appli- 
cations, and special c~iiphasis was placed o n  obtaining 
rcproduciblc pcrformancc data. The aim was to 
i~ndcrstand Ilo\\ the pcrformnncc of indi\~idual scs- 
sions \\.as affected ns thc nunlhcr of\ridco sessions \\.,IS 
increased. Wc \\.rote an applicntion that captureci, 
dithered, and displayed a live video stream obtained 
from a camera \vliilc simultaneously decompressing, 
dithering, and displaying multiple video streams read 
from a local disk. This is a common f ~ ~ n c t i o n  in 
teleconferencing ,~pplicatiol~s \\,here tile multiple 

compressed video streams colnc o\.cr the nenvork. 
Wc mcasurcd the display ratc for the video sequence 
that \\.as bcing c.ipt~i~-ed and ditlicrcd and  the a\,cragc 
displa!~ ratc for sequences that \\,ere bcing dccom- 
p ~ s s c d  and  dithered. The comprcsscd sccluenccs had 
an a\,eragc p c ~ k  sig~lal-to-noise ratio (PSNR) o f27 .8  
decibels (ell{) ;ind an avcragc compression ratio of 
approximately 0.6 bits per pixel. The sequences had 
been coniprcsscd and stored on the local disk prior to 
the cspcrimcnt. Image frame size \\,as source inp~l t  
format (SIF) 352 pixels b!. 240 lines. Figure 12 and 
Figure 13 illustr'ltc the performance dnt'l obtained as 
a r e s ~ ~ l t  of tlie cxpcri~ncnts. 

I n  general, \\.c \\,ere satisfied \sit11 the performance 
results. As seen in Figures 12 and 13, a toral o f f  ve scs- 
sions can be accommodated at 30 kames per sccond 
\\,it11 the J300 o n  a DEC 3000 1Modcl900 system and 
three scssio~ls , ~ t  30 frames per sccond \\zit11 the 
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DECOMPRESS, DITHER. AND DISPLAY 
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Note: The number ol sesslons n I S  equal lo one caplure plus (n - 1 )  
decompress~ons. 

Figure 12 
Pel-formancc 1hr3 C;eii~t.atcd by  ;I 1)EC 3000 Modcl 900 
Sysrcni \\it11 a Sound & Motion J300 Adapter 
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Figure 13 
Pcrfornlance 1)at~ Gcncratcd b!' a n  AlphnSrnrion 600 
5/266 \\,it11 a FullVideo S~iprenlc JI'EC; r\d,lpter 
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FullVideo Supreme JPEG on an AlphaStation 600 
5/266 system. Tlie discrepancy in performance of  the 
two systems may be attributed to tlie differences in 
CPU, system bus, and maximum burst length. The 
DEC 3000 iModel 900 has a 32-bit TURBOcliannel 
bus whose speed is 40   lan no seconds with a pcalc trans- 
fer rate of  100 megabytes per second, whereas the 
AlphaStation 600 5/266 has a PC1 bus whose speed 
is 30  nanoseconds. The DMA controller on the J300 
adapter has a maximum burst length of  2 K  pages, 
whereas tlie FullVideo Supreme JPEG adapter has 
a maximum burst length of 9 6  bytes. Since in our  
experiments data cvas dithered and sent over the bits 
(at 8 3  ICbytes per frame) to thc frame buffer, burst 
length becomes the dominant factor, and it is not 
unreasonable to expect the 1300 to  perform better 
than the FullVideo Suyrc~llc JPEG. 

The difference betwccn capture and decompressio~l 
rate (as shown in Figures 12 and 13)  may be explained 
as follo\vs: Decompression operations are inter- 
mixed bet\veen capture operations, which occur at 
a frequency of one every 33 milliseconds. Overall per- 
formancc improves when a larger number of  dccom- 
pression operations are accommodated between 
successive capture operations. Since the amount of 
time the hardware takes to decompress a single frame 
is ilnknown (the time depends on  the pjcti~rc con- 
tent), the sohvare is unable to determine the precise 
nu~liber of dccompression operations that can be pro- 
grammed. Also, in tlie present architecture, since all 
operations have equal priority, if a scheduled decom- 
pression operation takes longer than expected, it is 
liable to not relinquish the hardware when a new 
frame arrives, thus reducing the capture rate. When we 
ran tlie dccompression, dither, and display operation 
o~ily (with tlie capture operation turned off), the peak 
rate achic\icd by tlie FullVidco Supreme JPEG actaptel. 
was approsi~nately 165 frames per second, and the rate 
for the Sound & Motion J300 was about 118 frames 
per second. Bus speed and hardware enhancenlents in 
the FullVideo Supreme JPEG can be attributed to the 
difference in the two rates. 

The next section describes the architecture for the 
J300 audio subsystem. Relativc to  the video subsys- 
teni, thc audio sohvare architecture is simpler and 
took less time to develop. 

Audio Subsystem 

Tlie J300 audio subsystem complements the j300 
video silbsyste~n by providing a rich set of f~~nctional 
routines by way of an audio library. The sohvarc liier- 
archy for the audio subsystc~n is similar to  the one for 
the video subsystem. Figurc 2 slio\\s the various coni- 
ponents of this hierarchy us implemented under the 
Digital UNIX operating systcni. Briefly, an application 
makes a request to a ~iiultimcdia server for processing 
audio. The request is made through invocation of  
routines provided by a niultiniedia client library. The 
niultiniedia server parses thc request and dispatches 
the appropriate user-mode driver, \vhich is built o n  top 
of the audio library. Depending on the request, the 
audio library Iliay perform the operation eithcr o n  the 
native CI'U or  alternativcly o n  tlie J300 digital signal 
processor (DSP). Completed ~.esults arc rcturncd to 
the applicatio~l using the described path in thc reverse 
direction. 

To  provide a coniprehensi\lc list of audio proccssing 
routines, the software relics on both host-based and 
J300-based processing. Thc workhorse of the J300 
audio subsystem is thc general-p~~rpose Motorola 
Semiconductor DSPS6001 (see Figure 14), \\/l~ich 
provides hardware co11trol for the various audio coni- 
ponents \vhile performing complex signal processing 
tasks at real-time rates. Most notable, s o h ~ a r c  running 
on the 1)SP initiates 1)MA to and froni system memory, 
controls digital (AES/EBU) audio I/O, manages ana- 
log stereo and mono I/O, and supports n~i~l t ip lc  sam- 
pling ratcs, including Telephony (8 kHz)  and hc t ions  
of digital audio tapc (DAT) (48 IcHz) and compact disc 
(CD) (44.1 kHz) ratcs. Thc single-instructio~l ~nult i-  
ply, add, and n~ultiply-acc~~ti~ulate operations, the two 
data moves per instrt~ction operations, and the low 
overhead fix specialized data addressing makc the DSl' 

MOTOROLA'S DSP56001 PROCESSOR 
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Figure 14 
Some Audio Functions Supporrcd by Motorola's DSP56001 Processor 
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especially suitable for compute-intensive audio process- 
ing tasks. Real-time functions such as adaptive differen- 
tial pulse code modulation (A~>P(:I\/I) encoding and 
decoding, energy calciilation, gain control for analog- 
to-digital (A/D) and digital-to-analog (l>/A) convert- 
ers, and time-stamping are pcrfor~ned by software 
running on the DSP." Other tasks such as converting 
betweell d.ifferent audio formats (p-law, A-law, and lin- 
ear), mixing and unmixing of rnultiple audio streams, 
and correlating tlic system time \vitIi the J300 90-kHz 
timer and with the sanlple counter are done on the 
native (:PU by the library sohrare." 

Early in the project, we had to decide whether o r  
not to expose the DSP to  the client applications. 
Exposing the DSP would have provided additional 
tlexibility for application writers. Altliougl~ this was an 
important reason, the opposing arguments, which 
were based o n  the negative consequences of exposing 
the raw hardware, were more compelling. System 
security and reliability would have been compromised; 
an incorrectly programmed DSP could cause the 
system to fiil .~nd could corrupt tlie kcrnel data struc- 
tures. Additionally, maintaining, debugging, and sup- 
porting the sohvare would be difficult. T o  succeed, 
the product had to be reliable. Therefore, we decided 
to  retain control of  the s o h a r e  but to provide 
enough tlesibility to satistjl as many application writers 
as possible. As customer demand and feedback grew, 
rnorc DSP programs would bc added to thc list of 
existing programs in a controlled manner to  ensure 
the integrity and robustness of the system. 

Thc follo\\ring subsectio~~s describe the basic con- 
cepts behind the device-independent portion of  the 
audio library and provide an oper,ltional overview of 
the library internals. 

Audio Library Overview 
The audio library defines a single audio sample as the 
fi~ndamental unit for audio processing. Depending on  
the type of encoding and \vhether it is mono or  stereo, 
an audio sample may be any of the following: a 4-bit 
ADP(:M code word, a pair of lefi/right 4-bit ADPCM 
code ivords, a 16-bit linear piilse code n~odulation 
(PCM) audio level, a pair of lefi/right 16-bit linear 
P<:M audio levels, an 8-bit p-law level, or  an 8-bit 
A-la\v level. The library defines continually flowing 
audio samples as an audio stream L \ J ~ O S C  a t t r ib~~tes  can 
bc set by applications. Attributes provide information 
on the sampling rate, tlie type of encoding, and how 
to interpret each sample. 

Audio streams flow through distinct directional vir- 
tual cl~anncls. Specifically, an audio stream flows into 
thc subsystem for processing through a record (input) 
channel, and a processed strealn tlows out of the 
subsystem through a playback (output) channel. 

A contigurable bypass mode in which the channels are 
used for a direct path to the hardwarc I/O ports is also 
provided. As is the case for audio strealns, each chan- 
nel has attributes such as a buffer for storing captured 
data, a buffer for storing data to be played out, permis- 
sions for channel access, and a sample counter. Sample 
counters arc used by the library to  determine the last 
audio sample processed by the hardware. Channel per- 
missions dctcrmine the actions allowed o ~ i  the chan- 
nel. Possiblc actions include read, write, nlix, unmix, 
and gain control or  combinations ofthese actions. 

The buffers associated with the 1 / 0  channels are 
for queuing unserviced audio data and are called 
smoothing buffers. A smoothing buffer ensures a con- 
tinuoils flo\v of data by preventing samples from being 
lost due to the non-real-time sclieduling by the under- 
lying operating system. The library provides non- 
blocking routines that can read, write, mix, and unmix 
audio samples contained in the channel buffers. A slid- 
ing access window determines \vhicli samples can be 
accessed within the buffer. The access windo\v is char- 
acterized in sample-time units, and its size is pro- 
portional to  that of the channel buffer that holds the 
audio data. 

Like the video library, the audio library supports 
multiple device configurations through a set ofregis- 
tration routines. Clients niay register channel and 
audio stream parameters with the library (through the 
server) at set-up time. Once registered, the parameters 
can be changed only by tinregistering and then rereg- 
istering. The library provides qilery routines that 
return status/progress information, including the 
samples processed, the times (both system and J300 
specific) at which they were processed, and the chan- 
nel and stream configurations. Overall, the library 
supports four operational (execution) modes: tele- 
conferencing, compression, decompression, and rate 
conversion. Extensive error checking and reporting 
are incorporated into the sohvare. 

Audio Library Operation 
The execution mode and the associated DSP program 
dictate the operation of  the audio library. Execution 
modes are user selectable. All progralns support mul- 
tiple sampling rates, I/O gain control, and start and 
pause fcaturcs, and provide locatio~l infor~nation for 
the sample being processed within the channel buffer. 
Buffers associated with the record and playback chan- 
nels are treated as ring buffers with a FIFO service pol- 
icy. Management of data in the buffers is through 
integer indexes (GET and PUT) using an approach 
similar to the one adopted for the managemellt of the 
command and event queues in the video subsystem. 
Specifically, the DMA controller 111o\~es the audio data 
from the DSP's external memory to  the area in the 
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channel buffer (liost ~nemory)  starting at tllc PUT 
index. Audio data in this same channel buffcr is pulled 
by the host (library) horn the location pointed to by 
the GET index. Managers of the GET and PUT 
indexes are reversed \\~J-ren DMA is bcing perk)rmcd 
from a channel butTer to  the DSP cxtcrnal mcmory. In 
a.ll cases, the FIFO service policy ensures that tllc audio 
data is processed in the sequence in \\hicli it arri\rcs. - - l l ie  internal operation of the audio library is best 
explained with the help o f a  simple csaniplc that cap- 
tures analog audio from the J300 line-in connector 
and plays out  the data through the 7300's line-out 
connector. This most basic I/O operation is incorpo- 
rated in more elaborate a ~ ~ d i o  processing programs. 
The e s ~ m p l e  foJlo\vs. 

1. The server opctis tlie audio subs!lstc~n, allocates 
memory for tlie I/O buffers, and invokes a library 
routine to lock down tlie buffers. Two buffers are 
associated with the record and playback channels. 

2. The library sets LIP the DSP external mcmory for 
communications between software running o n  the 
two processors, i.c., the CI'U and the [XI' l 'he  
set-up procedure in\,ol\rcs ufriting infi)rmation at 
locations lino\\ln and accessible to both processors. 
The infor~nation pertains to  the physical addresses 
needed by the I>MA scheduler portion of the I X P  
program and for storing progress information. 

3. A lterncl driver routinc maps a section of systeln 
memory to user space. This shared memory is used 
for communication benveen the driver and the 
library. The type of information passed back and 
forth includes the sample number bcing processed, 
the associated time stamps, and the location of the 
GET and PU1' indescs nritliin the 1/O buffers. 

4.  Other set-ilp tasks pcrfor~ned by the librarv ~nclude 
cl~oosing the 1 / 0  connectors, setting the galn for 
the 1 / 0  channels, and loading the 'ippropriate 1)SP 
program. A start routine enables the DSP. 

5. Once the DSP is enabled, all components in the 
audio harcl\varc arc under its control. The I)SP pro- 
grams the DMA controller to take sampled audio 
data from the line-in connector and mo\,c it into the 
record cl~anncl huffel-. It then programs the same 
controller to grab data from the playback channel 
buffer and move it to the e s t e r~~a l  memory from 
where it is played O L I ~  on the line-out connector. 

6. The library monitors the indexes associated 144th 
the I/O buffers to determine the progress, and, 
based on the indcs values, the application copies 
data from the input channel to the output channel 
buffer. The access windou~ ensures that data copy- 
ing stays behind the DSP, in the case of input, and 
in front of the DSP, in the case of output. 

Support for Multiple Adapters 

The primary reason for using multiple J300 adapters 
is to o\fcrcomc tlic inherent limitations of using a single 
J300. First, ;I singlc J300 limits the application 
to a single video port and a singlc audio input port. 
Some applications process multiple \,idco input streams 
si11~~1ltancously. For example, a telc\,ision station recei\.- 
ing mi~ltiplc video feeds ma!r \ \ w t  to compress and 
storc thcsc h r  later usage utilizing a singlc \\,orltstation. 
Anothcr esamplc is the monitoring of multiple video 
feccls fi-om strategically placed \,idco cameras for the 
purpose of sccurinl. Since Alphastation systems have 
the necessary Iiorsepo\\ler to process sc\reral streanis 
simult;inco~~sl!~, s ~ ~ p p o r t i ~ i g  multiple J300s o n  the same 
system is desirable. 

Scco~ld, if a single J300 is uscd, t11c \ridco-in and 
video-out ports cannot be i~sed sim~~ltancously. This 
limitation exists because the nvo ports sliarc a common 
frame storc, as SIIO\\,JI in Figure 1, and programming 
the video-in and video-out chip sets is a l~ca\~yureigl~t 
opcratio~i. Multiple 7300s can allc\~iatc this problem. 
One csamplc of an application tllat rccluircs the simul- 
taneous use of tlic video-in and \?dco-out ports is 
a teleconfcrcncing application in \\.hich the \,idea-in 

circuitry is i~scd for capturing the camera output, and 
the \.idco-out circuitr!. is uscd for sending regular 
snapshots of  the \vorkstation scrccn to an overhead 
projection sc~.een. A secolid C S ~ I I I ~ I C  is a11 application 
that c ~ n \ ~ c r t s  video streams from one format to 
anotllcr (c.g., PAL, SECAIM, NTSC:) in rcnl time. 

As a result of the limitations just citccl, support for 
multiple J300s on  the same urorkratio~l was one of 
the project's dcsign goals. In terms of coding, achiev- 
ing this goill rccli~ircd not relying o n  global \.ariables 
and using i~ldcscd structures t o  maintain state infor- 
 nation. Also, bcca~~sc  of the n~ultitlireadcd nature 
of  the server, care had to be taltcn to cnsurc that data 
and operation integrity was maintained. 

For most Alpha systems, the ovcrall pcrfor~nancc 
rcmains good even \vitIi two 7300s o n  the salne sys- 
tem. For high-cnd systems, up to three J300s may be 
i~sed.  Tlic dominant limitation in tlic n~111ibcr of J30Os 
that can hc liandlecl by a s!,stcm is the bus bnnd\\.idth. 
As tlic number o f  J300s in the s!'stcm increases, the 
data traffic o n  the system bus increases proportionally. 

Having described the soh\~-arc architccn~rc, we no\\. 
shifi our  attention to  the dc\relop~ncnt cnvironme~~t ,  
testins strategy, and diagnostics sofiwarc. 

Software Development Environment 

During the early phases of the dc\.clopmcnt process, 
we depe~ldcd almost exclusively ~ I I  J\ride.o. Since the 
J300 is primarily a cost-reduced version of Jvidco, 
\verc able to  develop, test, and validate the dcsign of 
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the device-independent portion of  the sohvarc and 
most of the kernel device driver \\,ell before the acti~,ll 
7300 hard\\,arc arri\fcd. Our  platform consisted of 
a Jvidco attached to a IIECstation \\,orkstation, \\!Iiich 
\\,as based o n  a MIPS R3000 processor and \vas rull- 
ning tlic ULTRIX operating system. When the ncnr 
Alpha \vorltstations became available, \\!c s\\!itclied our 
de\/elop~iiciit to these ne\ver and faster machines. Wc 
ported tlic 32-bit sohvare to Alpha's 64-bit iirchitcc- 
turc. Sections of the kernel device dri\lcr were rcwrit- 
ten, but the basic design remained intact. The o\~crall 
porting effort took a little more than a ~nontl i  to co~i l -  
plcte. At the cnd of that time, \ate had tlic sohvare 
running on a Jvideo attached to an Alpha \vorltstation, 
u~hich was running the DEC OSF/l operating s!lstcm 
(no\ \ ,  called the Digital U N I S  operating system). We 
promptl!, coucctcd sohvare timing bugs csposcd as 
a result of using tllc hs t  Alpha-based \vorkstations. 

For tlic dcvclopment of the device-dependent por- 
tion, \vc rclicd on  liard\\~are simulation of the J300. 
T l ~ c  diA'crcnt components and circuits of the J300 
wcrc modeled with Venlog behavioral constructs. 
Accesses to the TUL1ROchannel bus were simulated 
tlirougl? illterproccss communication calls ( I  l'(:s) and 
sIi,~rcd memory (scc Figure 15).  Kcca~~se a 64-bit \Ier- 
sion of Vcrilog was unavailable, simulations \\,ere run 
o n  ;I machine based on the MIPS R3000 processor 
running tlic UIIrIUX operating system. The process, 
t110~1gli accurate, uras generally slo\\,. 

Testing and Diagnostics 

We \\)rote sc\/cral applications to test the sofi\vare 
architcct~~rc. The purpose of these applications was to  
test the sottware features in real-\\,orld situations and 
to  demonstrate through working sample code h o ~ v  
the libraries could be used. Applications \\(ere classified 
as \ridco only, audio o~ily, and ones that contained 
both vidco , ~ n d  audio. 

In addition, \\,c \\.rote types of diagnostic soh- 
\\.are to test t11c underl!ting I~,lrd\\~arc co~nponents: 
(1) read-only memory (ROiVl)  based and ( 2 )  operating 
system based. KOM-based diagnostics have tlie advan- 
tage that they can be csccutcci fi-om the console Ic\,cl 
ui thout first booting tlic system. The coireragc pro- 
vided is limited, ho\vcvcr, because of the complexity 
of the hardware anti the limited size of tlie ROM. 
Operating system diagnostics rely on the kernel device 
driver and on some of thc library so%\lare. This suite of 
tests provides comprclicnsi\~c coverage \\~ith verifica- 
tions of all the f~nctional  blocks on tlic 1300. For tlic 
new PCI-based FullVidco Supreme video adapters, 
only operating-systcn~-L~;~scci diagnostics exist. 

Related Work 

When tlie Jvidco \\,as conceived in early 1991, littlc 
had been p~~blislied o n  liard\\.arc and sofnt\\~are solu- 
tions for putting vidco o n  tlic ciesktop. This Ilia)( Iiavc 
been partly due to the newness o f  the comprcssio~i 
standards and to  the difficulty in obtaining specialized 
video comp~.ession silicon. Since then, audio and video 
cornpression have become mainstream, and several 
computer vendors no\\' ha\rc products that add multi- 
media capabilin to the base \\rorkstations. 

Lee and Sudliarsana~l dcscribc a liard\\rare and soft- 
\\,are design for a JPEC microchannel adapter card 
built for platforms buscd o n  IBM's PS/2 operating 
system." The adapter is controlled by an inten-upt- 
driven sohtrare running under DOS. I n  addition, the 
sofnvare is also responsible for color-space conversion 
and algorithmic tunilig of tlic Jl'EC; parameters. Audio 
support is not includcd in tlic hard\varc. The paper 
presents details on how tlic sohvare programs the \tar- 
ious components of the board (c.g., tlic CL550 chip 
fi-om C-Cubc Microsystc~ns and tlie DMA logic) to 
achieve compression and decompression. Portability 
of  the sohvare is compromised since tlie bulk of the 
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code, which resides insidc the interrupt service rou- 
tine, is written in assembly language. 

Boliek and Allen describc the implementation of 
hardware that, in addition to  pro\iding baseline JPEG 
compression, uses a dynamic quantization circuit to 
achieve fised-rate conipressio~i. '~ The board is based 
on the NOH JPEG chip set that i~lcludes separate 
chips for performing the DCT, Huffman coding, and 
color-space conversion. The paper's main focus is 
011 describing the Allen Parameterized (orthogonal) 
Trallsform that approximates the DCT while reducing 
the cost of the hardware. The paper contains little 
inhrnmation about sohra rc  control, architecture, and 
control flc)w. 

Traditionally, operating systems have relied on  data 
copying benveen user space and kernel space to pro- 
tect the integrity of the kernel. Although this mt.tliod 
works for most applications, for multimedia appli- 
cations, which usually involve massive amounts of 
data, the overhead of  data copying can seriously 
conlpromise tlie system's real-time performance.'Vall 
and Pascluale describe a niechanisni of in-lternel data 
paths that directly connect the source and sink 
 device^.'^ Pecr-to-peer 1 /0  avoids unnecessary data 
copying and improves system and application perfor- 
Iiiance. IGtani~lra et al. describe an operating system 
architecture, which they refer to  as the zero-copy 
architecture, that is also aimed at reducing the over- 
head due t o  data copying." The architcct~~re uses 
Inelmlory mapping to expose the same physical 
addresses to  both the kernel and the user-space 
processes and is especially suitable for multimedia 
operations. The J300 software is also a zcro-copy 
architecture. N o  data is copied between system and 
user space. 

The Windows NT 1 /0  subsystem provides flexible 
support for queue managernent . 'What  the J300 
acliie\lcd on the UNIX and OpenVMS platforms 
through tlie command and event queues can be 
accomplished on the Windo\vs NT platform using 
built-in support from the 1/0 Inanagcr. A queue of 
pending requests (in the form of 1 / 0  request packets) 
may bc associated with each device. Thc use of  
1 / 0  packets is similar to  thc use o f  command and 
event packets ill the J300 video sohvarc. 

Summary 

This paper describes the design and implerncntation of 
tlie sohvarc architecture for the Sound 8c Motion 
J300 product, Digital's first commercially available 
~nultiniedia hardware adapter that incorporates audio 
and \,idea compression. Thc presentation focused on 
those aspects of the design that place special elliphasis 
o n  performance, on providing a n  intuitive API, and 
o n  supporting a client-server model of co~nputing.  

The software architecture has been successhlly imple- 
mented on the OpenVMS, Microsoft Windows NT, 
and Digital UNIX platforms. I t  is the basis for Digital's 
recent PCI-based video adapter cards: FullVideo 
Suprerne and FullVideo Supreme JPEG. 

The goals that infli~enced the J300 design have 
largely been realized, and the s o h i a r e  is mature. 
Digital is expanding upon ideas incorporated in the 
design. For example, one potential area for improve- 
ment is to replace the FIFO service policy in thc vari- 
ous queues with a priority-based mechanism. A second 
possible improvement is to increase the usage of  the 
hardware benveen periodic operations like video cap- 
ture. 111 terms of portability, the idea of leaving device- 
specific programming outside the kernel driver can bc 
expanded upon to  design device-independent kernel- 
mode drivers, tlm~~s lo\vering overall development 
costs. Digital is actively investigating these and other 
such enhancements made possible by the success of 
the J300 project. 
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Sof tware-only 
Compression, 
Rendering, and 
Playback of Digital Video 

Software-only digital video involves the com- 
pression, decompression, rendering, and display 
of digital video on general-purpose computers 
without specialized hardware. Today's faster 
processors are making software-only video an 
attractive, low-cost alternative to hardware 
solutions that rely on specialized compression 
boards and graphics accelerators. This paper 
describes the building blocks behind popular 
ISO, ITU-T, and industry-standard compression 
schemes, along with some novel algorithms 
for fast video rendering and presentation. A 

platform-independent software architecture 
that organizes the functionality of compressors 
and renderers into a unifying software inter- 
face is presented. This architecture has been 
successfully implemented on the Digital UNIX, 
the OpenVMS, and Iblicrosoft's Windows NT 
operating systems. To maximize the perfor- 
mance of codecs and renderers, issues pertain- 
ing to flow control, optimal use of available 
resources, and optimizations at the algorithmic, 
operating-system, and processor levels are con- 
sidered. The performance of these codecs on 
Alpha systems is evaluated, and the ensuing 
results validate the potential of software-only 
solutions. Finally, this paper provides a brief 
description of some sample applications built 
on top of the software architecture, including 
an innovative video screen saver and a software 
VCR capable of playing multiple, compressed 

bit streams. 

I 
Pxarnvir  Bdil 
Paul S. Gauthier 
Rober t  A. Uliclmey 

Full-motion vidco is fast becoming cornrnonplacc to 
users ofdesktop computers. The rising expectations fbr 
lo\\,-cost, telcvision-qualit\. \.idco \\.i th sy~~chronizcd 
sound ha\fc bccn pi~shing rnnnutict~~rcrs to crcatc new, 
inespensiic, higli-qualint offcrings. The bottlcnccks 
that have been prc\~cnting tllc dcli\icry of \,idco without 
specialized liard\vare arc bcing cast aside rapidl!~ as 
hster processors, highel--band\\pidtli computer buses 
a~lcl net\\lorlts, and larger and Gstcr disk dri\.cs arc 
bcing de\,clopcd. As a conscclucnce, consicicmblc 
attention is currently being h)cuscd o n  eficicnt implc- 
mentations of  Hcsible and extensible sohvare solutio~is 
to tlie problcms of \tideo managcnient ;~nd cicli\,cr!.. 
This paper sur\,cys the methods and architcct~~res ~ ~ s c d  
in sohvarc-only digital vidco systcnis. 

Due to  the enormous amounts of data in\.ol\.cd, 
compression is almost al\\,'~!~s ~ ~ s c d  in the storage 2nd 
transmission of \~ideo. The higb lc\~cl of il~fbrmation 
rcdundanc!~ in video lends itself \vcll to comprcssion, 
and man!/ methods have bccn dc\,elopcd to rake 
ad\.antage of this fact. While the literature is rcplctc 
\\zit11 compression methods, 1c.c tbcus on thosc that ,lrc 
recognized as standards, a rcquircment for open and  
interoperable systems. This papcr describes the build- 
ing bloclcs behind popular comprcssion sclicmcs of  
the I~i ternat ion~~l  Organization for St'wdardizntion 
(ISO), the International T c l c c o m ~ i i ~ ~ ~ ~ i c a t i o ~ i  U ~ i i o ~ i -  
Te lecon~n i i~n ic~ i t io~~  Standardization Sector (ITU-T), 
and \\lithi11 tlie indi~stry. 

Rendering is another enabling technology for video 
o n  tlie desktop. It is the proccss of scaling, color 
adjusting, cluantization, and color s p ~ c  con\,crsion of 
the \,idea fix final presentation o n  the displa!,. As an 
csample, Figurc 1 she\\-s a simple sequence of \.idco 
decoding. In the scctioli \Tidco Presentation, \\lc dis- 
cuss rendering nictliods, a lo~ig  \\,it11 some 11ovcl Ago- 
I-ithms for hs t  video rendering and presentation, nnd 
describe an iniplcnicntation that parallels the tech- 
nicluc~uscci in Digital's harti\\fnrc \.idco offcrings. 

We folloi\ thnt discussion \\fit11 the scction The 
Sofixlare Vidco Library, in \\,hich \vc present a com- 
mon architecture for video co~nprcssion, dccom- 
pression, and playback that nllo\\.s integration into 
Digital's n i~~l t imcdi i~  products. \Vc then describe t \ ~ . o  
sample applications, the Vidco Odyssc! screen s.i\-cr 
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BIT STREAM RENDER DISPLAY 

Figure 1 
(:omponcnts in a Vidco Dccodcr I'ipcli~lc 

and a sofn\rare-only vidco player. VVe conclude o t ~ i  

pq~cr  by s ~ ~ r v e y i n g  related \vork in this rapidly evolv- 
ing area o f  s o h v a r e  digi td  \icico. 

Video Compression Methods 

A s!,stcni that comprcsscs and dcconipresscs vicico, 
\\,herher implemented in hardware o r  soh \ ,a rc ,  is 
d l c d  a c.idco codcc (for compressor/deco111p1-cssor). 
Most  video codecs consist o f  'I scclucncc o f  c o m p o -  
nents usually conncctcd in pipeline fashion. -The codcc 
designer chooses specific c o ~ n p o n c n t s  based on the 
cicsign goals. By choosing t l ~ c  appropriate sct o f  build- 
ing bloclts, ~1 codcc ~ J I I  be opt i~i i izcd for speed o f  
dccoinpression, reliability o f  transmission, better color 
reproduction, better cdgc rctcnt io~l ,  o r  to p c r h r m  a t  
a specific target bit ratc. For  csamplc, a codcc coultl 
be dcsiyncd t o  trade off color cli~ality for transmission 
bit ratc by removing most o f  the color ink)rm'~t ion 
ill the data (color s ~ ~ b s ~ ~ m p l i ~ ~ g ) .  Si~iiilarly a codec niay 
include a simple decompression model (less proccss- 
ing per pixcl) and a complex co~ilpression process t o  
boost the pla!lback ratc a t  rllc expense o f  longer c o w -  
pression times. (Comprcss io~l  algorithms that  take 
longcr t o  compress t l ia~l  t o  dcconiprcss are said t o  be 
,~s!~m~nctric.) Once  the components  and traclc-offs 
I1,1\.c hccn chosen, the cicsigncr then fi ne tunes tlic 
codcc t o  perfor111 well in J specific :lpplication space 
such as tcleco~lfere~icing o r  vidco browsing. 

Video Codec Building Blocks 
In this section, \\lc prcscllt the v a r i o ~ ~ s  bui ldi~lg blocks 
behind s o ~ i ~ c  p o p ~ ~ l ~ i r  , l~ id  i~iciustry-standud \,idco 
codccs. I(lio\\llcdgc o f  tlic ti)llo\\~ing \ridco codcc 
components  is csscnti:ll for understanding the c o m -  
pression process anci t o  apprcciare the  complexity o f  
tllc algorithms. 

Chrominance Subsampling Vidco is usually dcscribccl 
:IS being composed o f  n scclucncc o f  images. Edcl~ 
i m a g c i s  a matris o f  pixels, and each pixel is rcprc- 
scntcci b!~ three 8-bi t  \,alucs: ,I single luminance \,slue 

(Y)  that signifies brightness, and n1.o chrominancc \ A -  
LICS ( U  and V, o r  sonietimcs C b  and C r )  \\,hich, taken 
together, spec ie  n ~ ~ n i c l u c  color. By reducing the  
:lmount o fco lor  i i~ form~l t ion  in relation t o  lumin,lncc 
( s ~ r b s ~ m p l i n g  the  c l i r o m i ~ ~ a n c c ) ,  \\re can rcciucc tlic 
sizc o f  a11 i~iiage with little or n o  perceptual c fkc t .  ?'he 

niost coninion chroniinancc subsampling technique 
decimates thc  color signal by 2 : l  in the horizontal 
direction. This  is d o n e  citlicr by simply thro\ \ ing o u t  
the color information o f  alternate pixcls o r  b y  avcrdg- 
ills the colors o f  t~\ lo adjacent pixcls and using tlic 
average for the color o f  the pisel pair. This  tcchniquc is 
commonly referred t o  as 4:2:2 s ~ ~ b s a m p l i n g .  When 
compared t o  a run. 24-bi t  image, this results i r i  a com- 
pression o f  nvo-tliircis. Dcciniaring the color sign,ll b!, 
2 : l  in bo th  tlic horizontal and the \vrticnl direction 
(by ignoring color informdtion for a l t e r n ~ t c  lines in 
the  image) starts t o  result in sonic perccptiblc loss o f  
color, but  tlic compression increases t o  one-half. This  
is referred t o  as 4:2:0 subsampling: for every 4 l u ~ n i -  
nance samples, there is a single color specified by a pair 
o f  chrominnncc values. The ultiniatc ~111-ominnncc 
subsampling is t o  t l ~ r o \ v  d\\.ay all color information 
~ n d  kecp onl!, the luminance data (monochrome 
\,idea). 7'liis not  only rcdi~ces the sizc of t l ic  input d.ita 
but  also greatly siniplif cs processing for hoth the com- 
pressor and the decompressor, resulting in hs tc r  codcc 
performance. S o ~ i l c  tclcconfcrcncing systems allow 
tlic user t o  switch t o  monochl-ome mode  t o  increase 
fralnc ratc. 

Transform Coding Convert ing a sign'll, \,iclco o r  
other\vise, f rom o n e  representation t o  nnothcr is the  
task of a transfixm coder. Transforms c;ln be uscf  11 for 
video compression if they can convert  the  pixel data 
into a form in which redundant  and insignific,uit infor- 
mation in the video's iniagc can be isolated and 
rcrno\~cd.  Many transforms convert the spati,ll (pixcl) 
data into frequency coefficients t l i ~ t  can thcn bc sclcc- 
tively climinatcci o r  cluantized. Tra~istbrrn coclcrs 
adclress thrcc cc~itr,ll issues in image codiny: ( I  ) dccor- 
relation (con\.crting statistically dcpcnclcnt image 
c lc~nents  into independent  spectral coefficients), 
( 2 )  energy conipacrion (redistributio~i a ~ i d  locali7,ation 
o f  energy into a small number  o f  coefficients), dnd 
(3)  cornp~~ta t iona l  complexity. It  is nlcll Jocunicnteci 
that human vision is biased to\vard low frccluencics. 
By transforming an image t o  the  frequency domain,  
a codec can capitalize on this knon~lcdgc and rcniovc 
o r  reduce the  high-frecl~~cnc!. components  in the 
c l ~ ~ m t i z a t i o n  step, effecti\,ely compressing the image. 
In addition, isolating and eliminating higll-frcclucncy 
components  in an image results i l l  noise rcduc- 
tion since 11iost noise in video, introciuccd ciuring 
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tlie digitization step or  from transmission intcrfer- 
ence, appears as high-frequency cocfticiirnts. Thus 
transforming helps compression by dccorrelating (or  
whitening) signal samples and then discarding 
nonessential information from the image. 

Unitary (or orthonormal) transforms hII into either 
of  two classes: fised o r  adaptive. Fixed transforms are 
independent of the input signal; adaptive tra~lsforrns 
adapt to the input signal.' Esamples of fixed trans- 
for~ns  include the discrete ~our ie , -  transform (DFT),  
the discrete cosine transform (DCT), the discrete sine 
transform (DST), the Harr transform, and the Walsh- 
Hadamard transform (WHT). An example of an 
adaptive transform is the Karhunen-lmeve transform 
(KLT). Thus far, no  transform has been found for 
pictorial information that completely renio\les statisti- 
cal dependence between the transform coordinates. 
The KLT is optimum in the mean square error sense, 
and it achie\ies the best energy co~i~paction; ho\\/e\w-, 
it is computationally very expensive. The WHT is the 
best in terms ofcomputation cost since it requires only 
additions and subtractions; however, it pel-forms 
poorly in decorrelation and energy compaction. 
A good compromise is the DCT, which is by far 
the most \videly used transform in image coding. The 
DCT is closest to the KLT in the energy-packing sense, 
and, like the DFT, it has fast computation algorithms 
a\lailablc for its implementation.' The 13CT is usually 
applied in a sliding \\,indoc\/ 011 the imagc \vitli a corn- 
nion \vindotv size of 8 pisels by 8 lines (or simply, 8 by 
8). The cvindow size (or block size) is important: if 
it is too small, the correlation between neighboring 
pisels is not exploited; if it is too large, block bo i~nd-  
arics tend to  become very visible. Transhrrn coding 
is usually the most t ime-consu~t~ing step in tlie 
con~pression/decompression process. 

Scalar Quantization A con~panion to t ~ ~ n s f o r n i  cod- 
ing in most video compression schemes is a scalar 
q i~mtizcr  that maps a large numbel. o f j n p ~ ~ t  le\,cls into 
a smaller n ~ ~ m b e r  of output levels. Video is com- 
pressed by reducing the number ofsymbols that need 
to be encoded at the expense of reconstruction error. 
A quantizer acts as a control knob that trades off 
image quality for bit rate. A carefully designed quan- 
tizer provides high compression for a given quality. 
The simplest form of a scalar quantizer is a i~niform 
quantizer in which the quantizer decision levels are of 
eclm length or  step size. Other important quantizers 
include Lloyd-Max's rn in im~~m mean s q u ~ r e  error 
(MMSE) cluantizer and an entropy constraint cluan- 
tizer.",' Pulse code modulation (PCM) and adaptive 
differential pulse code modulatioll (ADPCM) are 
examples of nvo compression schemes that rely on 
pure q~~antizatioll  ni thout regard to spatial and tem- 
poral redundancies and ni thout  exploiting the non- 
linearity in the human visual system. 

Predictive Coding Unless the image is changing 
rapidly, a video sequence will normally contain 
sequences of  frames that are very similar. Predictive 
coding uses this fact to reduce the data volume by 
comparing pixels in thc current frame \.vith pixels in 
the same location in the previous frame and encoding 
the difference. A simple form of predictive coding uses 
the \~alue of a pixel in one frame to predict the value of 
the pixel in the same location in the next frame. Thc 
prediction error, ~\~hicIi  is the difference ben\ieen 
the predicted value anci tlie actual value of the pixel, is 
~~sual ly  small. Snlaller numbers can be encoded using 
feiver quantization le\rels and fe\ver coding bits. Ohen  
the diffcrcncc is zero, \vhich can be encoded very 
compactly. Prcciictive coding can also be used within 
an image frame u:here the predicted value of a pixel 
may be the value of its neighbor o r  a weighted average 
of the pisels in the region. Predicti\,e coding works 
best if the correlation between adjacent pixels that are 
spatially as \veil as temporally close to each other is 
strong. Differential PCM and delta modulation (DM)  
are examples of two compression schemcs in which 
the predicted error is quantized and coded. The 
decompressor recovers the signal by applying this 
error to  its predicted value for the sample. Losslcss 
image compression is possible if the prediction error 
is coded without being quantized. 

Vector Quantization An alternative to transform- 
based coding, \lector qunntization attempts to repre- 
sent clusters of pixel data (vectors) in the spatial 
domain by predetermined codes.5 At the encoder, 
each data vector is matclicd o r  approximated with a 
code word in the codebook, and the address o r  index 
of  that code word is transmitted instead of the data 
vector itself. At the decoder, the indcx is mapped back 
to the code word, which is then used to represent the 
original data vector. Identical codebooks are needed at 
the compressor (transmitter) and the decomprcssor 
(receiver). The main complesini lies in the design of 
good representati\~c codeboolts and algorith~ns fix 
finding best matches efficiently \vhen exact ~natclics 
are not available. Typically, vector quantization is 
applied to  data that has already undergone predictive 
coding. The prediction error is mapped to a subset 
of values that arc expected to occur most frequently. 
The process is called vector quantization because the 
values to be matched in thc tables are usually vectors of  
h\/o or lnorc values. More elaborate vector quantiza- 
tion schemes are possible in \\lhich the difference data 
is searched for larger groups of commonly occilrring 
values, and these groups arc also mapped to sjngle 
index values. 

The amount of compression that results from vec- 
tor quantization depends on ho\\, the values in the 
codebooks are calc~~lated.  Compression may be 
acijjusted sn~oothly by designing a set of  codebooks 
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and picking the approprlatc one  for a glven d e s ~ r e d  
compression ratio. 

Motion Estimation and Compensation Most  codecs 
that use interfrarne compression use a more  elaborate 
form o f  predictive coding than described above. ~ V o s t  
videos c o n t ~ i n  scenes in which o n e  o r  more  objects 
move across the  image against a fixed background o r  
in which an object is stationary against a moving back- 
ground.  In  both cases, many regions in a frarne appear 
in the nes t  franic bu t  a t  different positions. Motion 
estimation tries t o  ti nd similar regions in two frames 
and encodes the region in the second franie with a dis- 
place~nent  vector (mot ion  vector) that sho\vs how 
thc region has nioved. T h e  technique relies o n  the 
hypothesis that a change in pixel intensity from o n e  
frame t o  another is d u e  only t o  translation. 

For each region ( o r  block) in the current franie, 
a displacement vector is evaluated by matching the 
information content o f t h e  measurement \ \ i n d o ~ v  with 
a corresponding mcasurement window IV within 
a search area S, placed in the p r c v i o ~ ~ s  frarne, and by 
searching for tlie spatial location that minimizes the 
matching criterion d. Let L,(x,y) represent the pixel 
intensity at  location ( x , ~ )  in h a m e  i; and if (c(,,cI,,) rep- 
resents the region clisplacement vector for the interval 
~ ( = ( i +  12 ) -  I ) ,  then the matching criterion is detined as 

T h e  1110st widely used distance measures are the 
absolute value I l.x.ll= 1x1 and thc cliradratic norm 
I I - Y I  I -x2. Since f nding t h e  absolute minimum is guar- 
anteed only by performing an exh<~i~s t ive  search o f  a 
series o f  discrete candidate displace~nents within 
a maximum displacement range, this process is c o m -  
putationally very expensive. A single displacement 
vector is assigncd t o  all pixels within the region. 

Motion conipensation is the inverse process o f  using 
a motion vector t o  determine a region o f  the image t o  
be used as a predictor. 

Although the amount  o f  conlpression resulting 
from motion estimation is large, the coding process is 
time-consuming. Forti~nately, this time is needed only 
in the compression step. Decon~pression using motion 
estimation is relatively fast since n o  searching has t o  be 
done.  For  data replenishment, the decompressor sin1- 
ply uses tlie transmitted vector and accesses a region in 
the previous frame pointed t o  by the vector for data 
replenishment. Regio~i  size can vary ,lmong the codecs 
using motion estimation but  is typically 16 by 16. 

FrameIBlock Skipping O n e  t e c l i n i q ~ ~ e  for reducing 
data is t o  eliminate it entirely. In  'I teleconferencing sit- 
uation, for example, if the  scenc does no t  change 
(above some threshold criteria), it may be  acceptable 
t o  not  send the ne\v framc ( d r o p  o r  skip tlie framc). 
Alternatively, if band\vidth is limited and image quality 
is important,  it may be necessary t o  d r o p  frames t o  stay 
within a bit-rate budget .  Most  codecs used in telecon- 
ferencing applications have tlie ability o f  temporal sub- 
sampling 2nd are able t o  g racef~~l ly  degrade ~ ~ n d e r  
limited bandwidth siti~ations by dropping frames. 

A second form o f  data elimination is spatial subsani- 
pling. T h e  idea is similar t o  chrominance subsampling 
discussed previously. In  most transform-based codccs, 
a block (8  by 8 o r  1 6  by 1 6 )  is ~ ~ s i ~ a l l y  skipped if the 
difference benveen it  and the pl-evious block is belo\v 
a predetermined threshold. T h e  decompressor may 
reconstruct the missing pixels by using the previous 
block t o  predict the current block. 

Entropy Encoding Entropy encoding is a form o f  sta- 
tistical coding that provides lossless compression by 
coding input  samples according t o  their frequency o f  
occurrence. T h c  n v o  methods used most frequently 
include Huffman coding and run-length encoding." 
Huffman coding assigns fewer bits t o  most frequentl!~ 
occurring sy~nbols  and more bits t o  the symbols tliat 
appear less often. Optimal Huffman tables can be gen- 
erated if the source statistics are I tno~vn.  Calculating 
these statistics, however, slo\vs do\vn the conlpression 
process. Consequently, predevcloped tables that have 
been tested o\,er \vide range o f  source images are 
used. A second and simpler method o f  entropy encod- 
ing is run-length encoding in \\lhich sequences o f  
identical digits are replaced with the  digit and the 
number  in the sequence. Liltc motion est i~nat ion,  
entropy encoding puts a heavier burden o n  the c o m -  
pressor than the decompressor. 

Before ending this section, \vc \vould like t o  mention 
that a number o f  other  t e c h n i q ~ ~ e s ,  including object- 
based coding, model-based coding, segmentation- 
based coding, contour-texture oriented coding, fractal 
coding, and wa\lclet coding are ~ l s o  available t o  thc 
codec designer. T h u s  far, o u r  covernge has concen- 
trated o n  explaining only those techniques that have 
been used in the video compression schemes currently 
supported by Digital. In  the next section, describe 
some hybrid s c h e l ~ ~ e s  that e ~ n p l o y  a number o f  tlie 
techniques described above; these schemes are the basis 
o f  several inter~iational video coding standards. 

Overview of Popular Video Compression Schemes 
T h e  compression schemes presented in this section 
can be collectively classified as tirst-generation video 
coding schemes.' T h e  common assu~nption in all these 
methods is tliat there is statistical correlation b e m ~ e c n  
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pixels. Eacli o f  tlicsc nicthods attempts to exploit this 
correlation by employing redundancy reduction tecli- 
niques to acliic\lc compression. 

Motion-JPEG Algorithm Motion-JPEG (or  IM-JPEG) 
coniprcsscs each frame of a video scclucnce using the 
ISO's Joint Photographic Espcrts Group (JPEG) 
continuot~s-tone, still-image co~nprcssion standard.* 
As such, it is an intrafiame compression scheme. I t  is 
not \\led to  any particular subsampling hrmat ,  image 
color space, or  iniagc dimensions, but most typically 
4:2:2 subsampled YCbCr, source input h r m a t  (SIF, 
352 by 240) data is ~ ~ s e d ,  l'lie J P K  standard specifies 
both loss!, anti lossless compression schemes. For 
\.iclco, only the lossy bascline DCT coding schenic has 
gained acceptance. The scheme relics o n  sclecti\~c 
quantization of the f ieq~~ency coefficients follo\\led by 
Huffinan and run-length encoding h r  its compres- 
sion. The standarci defines a bit-strca~n format that 
contains botli the compressed data stream and coding 
parameters such as the number of components, quan- 
tization tables, Huffnlan tables, and sampling hctors. 
Popular M-JPEG file formats usually build on top of 
the JPEG-specified formats with little or  no modifica- 
tion. For csamplc, ~Microsofi's audio-video interleaved 
(AVI) hrnl;it encapsulates each JPEG frame with its 
~ssociated audio and adds an index to the st'irt of each 
fra~ne at tlie enti of the file. Video cciiting on a fran~c- 
b!r-frame basis is possible \\zith this format. Anotlier 
advantage is frame-limited error propagation in net- 
worked, distributed applications. ~M.lny video digitizer 
boards incorporate Jl'EG compression in harcl\\~are to 
compress and decompress video in real time. Digital's 
Sound & Motion 3300 and Fullvideo Supreme J1'F.G 
are two S L I C ~  boards.","' The baseline JPEG codec is a 
symmetric algorithm as ma!, be seen in Figure 2a and 
Figurc 3. 

ITU-T's Recommendation H.261 Tlic ITU-T's Reconi- 
mendation H.261 is a motion-compensated, DCT- 
based vidco coding standard." Designed for tlie 
tcleconfercncing market and developed priniarily for 
lo\\)-bit-rate Integrated Ser\,iccs Digit,~l Nenvork 
( ISDN) scr\~iccs, H.261 shares simil,lrities \\/ith ISO's 
JPEG still-iniage compression standarc!. ?'lie target bit 
ratc is p x 64  kilobits pel- sccond \\,it11 /I ranging 
bctwecn 1 and 30 (H.261 is also known 'is I_, X 64) .  
Only two fiumc resolutions, common intermediate 
format (CIF, 352 bv 255)  and quarter-CIF (QCIF, 
176 by 144))  arc allo\ved. A1 standard-compliant 
codecs ~ i i ~ ~ s t  be able to  operate \\.it11 QCIF; CIF is 
optional. The input color space is fixed by the 
International Radio Consultati\~e Comniittee (CCIR) 
601 YCbCr standard's \\litli 4:2:0 subsampling (sub- 
sampling of clirominance components by 2:l in both 
the horizontal and the Irertical direction). Two types 
of frames arc defined: key kames that are codcci 

independently 2nd non-ltey frames tliat arc coded 
\vith respect to a pre\,ious framc. I<cy frames are 
coded in a Inanncr similar to JPEG. For non-ltey 
fiames, block-based motion compensation is per- 
formed to compute interframe differences, cvhich are 
then DCT coded and cluantized. The block size is 
16  by 16, and each block can have a diffcrcnt quanti- 
zation table. Finally, a variable word-lcngth cncodcr 
( i~s~~a l lg  employing Huffinan and run-length methods) 
is ~ ~ s c d  for coding the quantized coefficients. Rate 
control is done by dropping frames, skipping blocks, 
and increasing cluantization. Error correction codes 
arc cnibedded in the bit stream to help detect and 
possiibl!, correct transmission errors. F i g ~ ~ r c  21) sho\\'s 
a block diagram of ,In H.261 decomprcssor. 

ISO's MPEG-1 Video Standard The IMPEG-1 video 
standard was devclopcd by ISO's Motion P i c t ~ ~ r e  
Esperts Group (MPEG). Like the H.261 algorithm, 
iM1'EG-1 is also a n  interframe video codec that 
rcnio\7es spatial redundancy by compressing key 
frames using techniques similar to JPEG and remo\.es 
temporal redundanc\l through r n o t i o ~ ~  estimation and 
compensation.".'? Tlic standard defines three different 
types of frames or  pictures: intra o r  I-frames that are 
compressed independently; predictive or P-fra~nrs 
that use motion compensation from tlie previous I- 
or P - h m e ;  and bidirectional or B-frames that contain 
blocks predicted from either a preceding or follo\\ring 
P- or I-frame (or interpolated from both).  Cornpres- 
sion is greatest for 13-frames a~ ld  least for I-franics. 
( A  fourth type of frame, called the 11-tiamc or tlic 
I)(:-intracoded framc, is also dcfincd for improving 
f~st-forward-type access, but it is hardly cilcr used.) 
Tlicrc is no  restrictio~i o n  the input frame dinicnsions, 
though the target bit rate of 1.5 megabits per sccond is 
fix vidco containing SIF frames. Subsampling is f sed  
at 4:2:0. IMPEC-1 employs adapti\.e cli~antization of 
DCT coefficients for compressing I-frames and for 
compressing the difference benveen a c t ~ ~ a l  and pre- 
dicted blocks in P- and K-frames. A 16- by- 16 sliding 
\\lindo\v, called a macroblock, is uscd in motion esti- 
mation; and a \rariahlc \\,ord-length cncodcr is used in 
the filial step to f ~ ~ r t h c ~ .  lo\\,er the o ~ ~ t p ~ ~ t  bit rate. Tlie 
fill1 AlIPEC-1 stand'lrd specifies a system strcani that 
includes a \,ideo 'ind 'In a ~ ~ d i o  s~~bst reani ,  along \\.ith 
timing information nccdcd for s!~ncli~.onization 
between the two. 'l'hr \ridto substream contains tlie 
compressed video data and coding parameters such 
as p i c t ~ ~ r e  rate, bit ratc, and image size. MJ'EG-1 has 
become increasingly popular primarily because it 
offers better compression than JPEG \ v i t h o ~ ~ t  compro- 
mising on  q~~al i ty .  Sc\!eral vendors and chip manu- 
ticturers o f k r  spccialized hardwlarc h r  I\/II'F,G 
conlpression and decompression. Figurc 2c shows 
a block diagram of an MPEG-1 video dccompressor. 
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Intel's INDEO Video Compression Algorithm Intel's 
proprietary INDEO video co~npression algorithm is 
used primarily for video presentations on  personal 
computer (PC) desktops. It emplo)~s color subsani- 
pling, pixel differencing, run-length encoding, vector 
quantization, and variable \\lord-length encoding. The 
chrominance components are heavily subsampled. For 
every block of 4-by-4 luminance samples, there is 
a single sample of C b  and Cr. Furtlierniore, samples 
are shifted one bit to convert them to 7-bit values. The 
resulting precompression format is called W U 9 ,  
because on average there are 9 bits per pixel. This 
subsanipling alone yields a reduction of 9/24. Run-  
length encoding is employed to encode any run of 
zero pixel differences. 

PCWG's INDEO-C Video Compression Algorithm 
INDEO-C is the video compression component of a 
teleconferencing system derived from tlie Personal 
Coliferencing Specification developed by the Personal 
Conferencing Work Group (PCWG), an industry 
group led by Intel Corporation. Like the MPEG stan- 
dard, the PCWG specification defines the compressed 
bit stream and the decoder but not the encoder. 
INDEO-C is optimized for low-bit-rate, IS13N-bascd 
connections and, unlike its deslctop compression 
cousin, is transform-based. I t  is an interfranic algo- 
rithm that uscs motion estimation and a 4 : l  chronii- 
nance subsanipling in both directions. Spatial and 
temporal loop filters are used to remove high- 
frequency artifacts. The transform used for converting 
spatial data to frequency coefficients is the slant trans- 
form, which has the advantage of requiring only shifts 
and adds with no multiplies. Like the DCT, the fast 
slant transform (FST) is applied on image subbloclts 
for coding both intraframes and difference frames. As 
\\/as the case in other codecs, run-length coding and 
Huffman coding are employed in the final step. 
Conlpression and decompression ofvideo in sofnvare 
is faster than other interframe schemes like MPEG-1 
and H.261. 

Compression Schemes under Development In addi- 
tion to the five compression schemes described in this 
section, four other video compression standards, 
which are currently in various stages of development 
within IS0  and ITU-T, are \\lorth mentioning: ISO's 
MPEG-2, ITU-T's Recommendation H.262, ITU-T's 
Recommendation H.263, and ISO's MPEG-4.'"14 
Although the techniques employed in MPEG-2, 
H.262, and H.263 compression schemes are similar to 

DECOMPRESSED 
YUV COLOR ADJUST SCALE 

the ones discussed above, the target applications are 
different. H .263  focuscs on providing low-bit-rate 
video (belour 6 4  lulobits per second) that can be trans- 
mitted over narrowband channels and ~ ~ s e d  for real- 
time conversational services. The codec \.\lould be 
employed over the plain old telephone system (POTS) 
\\lit11 modems that have the V.32 and tlie V.34 modem 
technologies. MPEG-2, on the other hand, is aimed at 
bit rates above 2 megabits per second, which support 
a wide variety of formats for multimedia applications 
that require better quality than MPEG-1 can acliie\,e. 
One of  the more popular target applications for 
MPEG-2 js  coding for high-definition television 
(HDTV). It is espected that ITU-T will adapt MPEG-2 
so that Recommendation H .262  will be very similar, 
if not identical, to it. Finally, like Recommendation 
H.263, ISO's MPEG-4's chartcr is to develop a generic 
video coding algorithm for lo\\,-bit-rate niultimedia 
applications over a public switched telephone ncnvorlt 
(PSTN). A wide variety of applications, including 
those operating over error-prone radio channels, are 
being targeted. The standard is expected to  cnibrace 
coding rnethods that are very different from its prccur- 
sors and will include the so-called second-generation 
coding techniques.' MPEG-4 is espected to reach 
dratt stage by November 1997. 

This ends our discussion o n  video compression tecli- 
nicl~ies and standards. In the next section, wc turn our 
attention to the other component of the video play- 
back solution, namely video rendering. We describc the 
general process ofvideo rendering and present a novel 
algorithm for efficient mapping of out-of-range colors 
to  feasible red, green, and blue (RGB) values that can 
be represented on the target display device. Out-ofi 
range colors can occur when the display quality is 
adjusted cluring video playback. 

Video Presentation 

Video presentation o r  rendering is tlie second inipor- 
tant component in the video playback pipeline (see 
Figure 1 ). The  job of  this subsystem is to accept 
decompressed video data and present it in a \\rindow of  
specified size on the display cievice using 3 specified 
number of colors. The basic colnponents are sltetclied 
in Figure 4 rind described in more detail in  a pre\~ious 
issue ofthis,/ozlrr7al.'j Today, most desktop systems d o  
not include hardware options to perform these steps, 
but some interesting cases are available as described in 
this issue.",'" When such accelerators are riot a\railablc, 
sohvare-only implementation is necessary. Sofnvare 

4 DITHER COLOR SPACE RGB COLOR 
CONVERT INDEX 

Figure 4 
Components ofvideo Rendering 
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render~ng algorithms, although \ler!i efficient, can still 
consume as many compi~tation cycles as are ilsed to 
decompress tlie data. 

All major video standards represent image data in a 
luminance-chrominance color space. In this scheme, 
each pixel is composed of  a single luminance cornpo- 
nent, denoted as Y, and nvo chrominance components 
that are sometimes referred to as color difference sig- 
nals C b  and Cr, or  signals U and V The relationship 
benvcen the familiar RGB color space and YUV can be 
descr~bed by a 3-by-3 linear transformation: 

where the transhrmation matrix, 

The niatrix is somewhat siliiple \vitli only four values 
that are not 0 o r  1. These constants are a = 1.402, 
h  - -.344, c = -.714, and d = 1.722. 

The RGB color space cube becomes n parallelepiped 
in YUV space. This is pictured in Figure 5, \vherc the 
black corncr is at thc bottom, and thc \vliitc corner is 
at the top; the red, green, and blue corners are as 
labeled. The chrominance signals U and V are ~lsually 
subsampled, so the rendering subsystem niust frst  
restore these components and then transform the 
YUV triplets to RGB values. 

Typical frame buffers are configured with 8 bits of 
color depth. This hardware colorniap must, in general, 
be sharcd by multiple applications, which p~ l t s  a pre- 
mium on each of  the 256 color slots in the map. Each 
application, therefore, must be able to request render- 
ing to a limited number ofcolors. This can be accom- 
plished most cffcctivcly with a multilcvcl dithering 
scheme, as represented by the dither block in Figure 4. 

Figure 5 
Tlic RGB "C:ubc" in YUV Space 

The color adjustment block controls brightness, con- 
trast and saturation by means ofsimple look-up tables. 

Along with up-sampling the chrominance, thc scale 
block in Figure 4 can also change the size of the 
image. Although arbitrary scaling is best perfonned in 
combination with filtering, it is found to be too expen- 
sive to d o  jn a sofnvare-only implementation. For the 
case of enlarge~nent, a trade-off can be made between 
image quality and speed; contrary to what is shown in 
Figure 4, image enlargement can occur after dithering 
and color space converting. O f  course, this would 
resuit in scaled dithered pixels, which are certainly less 
desirable, but it would also result in faster processing. 

T o  optimize computational efficiency, color space 
conversion from YUV to RGB takes place after YUV 
dithering. Dithering greatly reduces the number of 
YUV triplets, thus allowing a singlr look-LIP table 
to perform tlic color space con\lcrsion to RGR as well 
as map to the final 8-bit color index required by the 
graphics display system. Digital pioneered this idea 
and has used it in a number of hardware and software- 
only products.17 

Mapping Out-of-Range Colors 
Besides the obvious acivantagcs of speed and simplic- 
ity, using a look-up table to convert dithered YUV val- 
ues to  KGB values has the added feature of allowing 
careful mapping of out-oFrangc Y W values. Refer- 
ring again to  Figure 5, the RGR solid describes those 
K g, and b values that arc feasible, that is, have the nor- 
malized range 0 5  r: g h l  1. The range ofpossible val- 
ues in YUV space are those for 0 I .y I 1 and -.5 5  1 1 ,  

v <  .5. I t  turns out  that tlie RGR solid occupies only 
23.3 percent of  this possible YUV space; thus there 
is ample possibility for so-called infeasible or out-of- 
range colors to occur. Truncating the r; g, and hvalues 
of these colors has the effect of mapping back to  the 
RGR parallelepiped along lincs perpendicular to its 
nearest surface; this is undesirable since it will result 
in changing both the hue angle or  polar orientation in 
the chrominance plane and the luminance value. By 
storing the mapping in a look-up table, decisions can 
be made a priori as to exactly what values the out-of- 
range \~alues should map to. 

There is a mapping where both the luminance or ,y 
value and tlie hue angle are held constant at the 
espense o f a  change in saturation. This section details 
how a closed-form sc.)lution can be found for such a 
n~apping.  Figure 6 is a cross section of  the \~olume in 
Figure 5 through a plane at.v =-v,,. The object is to find 
the point on the surhce of the RGB parallelepiped that 
maps the out-of-range point (J,, LL,. ~ 4 , )  in tlie plane of 
constant y,, (constant luminance) and along a straight 
line to tlie 11-(:origin (constant Iiue angle). The solu- 
tion is the intersection of the closest KGB surface and 
the line between (,y,,, I / , , ,  q,) and (,j!,,. 0, 0). This line can 
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FEASIBLE RGB REGION DESIRED SURFACE POINT The Software Video Library 

-.5 
-.5 ~'-4+ 

RANGE OF POSSIBLE 
UV VALUES 

Figure 6 
 mapping Chit-of-Kange YUV Points to tlic Surhcc of the 
RGB Pnr.lllelepiped in a Plane of Constanr,~, 

bc parametrically represented as the locus ( b;,, cur/,,, art,) 
for single paranictcr a .  The 1W13 \~alucs for these 
points are 

\\/here the matrix M is as given in equation (2) .  To ti nd 
where this para~netric line will intersect the RGli paral- 
lelepiped, \\~c can first solve for the a at the intcrccpt val- 
ues at each of the sis bounding surface planes ns fc)llo\vs: 

Exactly three cii will be negative, with each describing 
the intercept with cxtended RGB surC~cc planes oppo- 
sjtc the 11- origin. O f  thc remaining tlircc a , ,  the hvo 
largest values \\!ill describc intercepts with extended 
RGU surface planes in infeasible RGB spacc. This is 
because the RGB \lolurne, a parallelepiped, is a conires 
pol!llledron. T l i ~ ~ s  the solution must si~nply be the 
sniallcst positi1.c a i .  Plugging this value of a into q u a -  
tion ( 4 )  produces the desired RGB value. 
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When \ve started tllis project, \ire had nvo objccti\.cs in 
mind: to sho\\,casc the processing ponrer of Digital's 
ne\\.ly developed Alpha processor and to  use this 
po\xler to niakc digital video easily a\railable to  dcvcl- 
opcrs and end i~scrs by providing estremcly lo\\.-cost 
solutions. CVc l<nc\\~ that b e c a ~ ~ s c  of tlic computc- 
intensive naturc of video procasing, Digital's Alpha 
processor would outperform any competiti\.c proccs- 
sor in a head-to-head match. Ry providing the ability 
to  manipnlatc good-c1~1alit-y desktop video \ \ r i tho~~t  the 
need for additional li;ird\\,arc, \\,e \\.a~lteci to maltc 
Alpha-based ~\~s tcrns  tlic computers of choice for end 
users \\rho wanted to incorporate niillti~nedia into 
their applications. 

Our  objccti\~cs translated to the creation of a soft- 
\\,arc \,idco libr,lsy that bccame a realin b c c ~ ~ ~ s c  of' 
three key observations. The first one is entbccidcd in 
our  motivation: processors had become po\vcrful 
enough to perform conlples signal-processing opcra- 
tions at real-time rates. With the potential of c \cn  
greater speeds in tlic near flture, lo\v-cost mi~ltinicciin 
sol~~tiolis  \\,oulti be possible since auciio and video 
deconiprcssion c o ~ ~ l d  be done o n  the native processor 
\\ithout any additional hard\rarc. 

A second ohscr\fation \\.as that ~ r ~ i ~ l t i p l e  emerging 
a~~dio/\ l idco compression standards, both fornlal 2nd 
industry dc facto, \\,ere gaining popularit\. \\,it11 appli- 
cation vendors and hence nccdcd to  be supported 
on Digital's plathrms. O n  carefill examination o f t h c  
compression nlgoritlims, \vc observed that most of  
the prominent sclic~ncs 11sed common building 
bloclts (scc Figure 2) .  For cxa~uplc, all five interna- 
tional standards-] PEG, MPEG- 1, M PEG-2, H.26 l ,  
and H.263-ha\,e 1XT-based tral~sform coders h l -  
l o n ~ d  by a cl~rantizcr. Similarly, all five use Huffinnn 
coding in their final step. This meant that \\.orlt done 
on onc codcc co~~lc i  be reused fix otlicrs. 

A third obscr\.ation \\.as that the most common 
coniponent of \.idco-based applications \\.as video 
playback (for csamplc, \~ideoconfcrcncing, \.icico-on- 
denland, \ritico pla!fcr, and desktop telc\.ision). -The 
output d e ~ o ~ n p ~ ~ e s s e t l  strenms from thc \,nrious 
decoders lia\,c to be sofhm-e-rendercd for display o n  
systems that clo not have support for color spacc con- 
version and dithering in their graphics adapters. An 
efficient soft\\larc ~.entlcring sclicmc could thus be 
shared by 311 \riJco players. 

CVith these obscr\,ations in mind, \Ire dcvclopcd 
a soft\vare \ridco libral-!, containing cluality iniplcmen- 
tations of [SO, ITU-T, and industry de  hc to  \.idco 
codilig stanciards. 111 tlic sections to follo~i., \\,c present 
the architecture, implcmcntatio~i, optirnizatio~i, 2nd 
performance of the sofn\,.ire \video librdr!: Wc com-  
plete our presentation by describing esanlples of  
video-based applications \vrittcn o n  top of this library, 



including .i novel video screen saver \vc call Video programming interface pro\;idcd to end users by 
Odyssey and a soh4farc-only video plaser. Digital's Multimedia Services. Digital's Multilnedia 

API is the same as  microso oft's Video For Windo\\rs 
Architecture API, which facilit'ites the porting of niultimcdia appli- 
IGeping in ~ n i n d  the observations outlined above, \ire cations from Windo\vs and Windows NT to  Digital 
designed '1 sofi\\.arc video libr'iry (SLIB) that \vould UNIX and OpenVMS platforms. Figure 7 sho\\rs SLIB 

Pro\.idc 3 common arcliitccturc under \\,liich mul- 
tiple audio 'lnd 1.idco cociccs and rcndcrcrs could 
be accesscci 

Hc tlic lo\\,cst, flnctionall!, complctc layer in the 
sofn\'arc \,idco codcc hierarchy 

Be fast, extensible, ancl thread-safe, providing rcen- 
trant code \\,it11 minimal o\.crhcad 

Pro\,idc an inti~iti\.c, simple, tlcsiblc, and estens- 
iblc application programming interface (API) 
that supports a client-scr~ycr model of ni~~ltirnedia 
computing 

Provide an Al'1 that woi~ld accom~nodate ~nultiple 
uppc~- layers, allo\\~ing fi)r easy ancl scarnlcss integra- 
tion into Digital's milltimcdin products 

Our intention \\,as not to create a librnry that \\/auld 
be csposcd to  end-user applications but to  create one 
that M , O L I ~ ~  pro\:idc a co1ii111011 architecture for video 
codecs ti)r casy integration into Digital's multimedia 
prodi~cts. SLI l<'s Al'1 \\Ins purposely designed to be 
a supcrsct of 13igitnl's Multimedia Ser\,ices' API  for 
greater tlcsibility in terms of  algorithmic tuning and 
control. The library \vould fit \\,ell under the actual 

APPLICATION 1 APPLICATION N 

I ,  
I 

DIGITAL'S MULTIMEDIA 
CLIENT LIBRARY 

DIGITAL'S MULTIMEDIA 
SERVER (DIGITAL UNIX. I OPENVMS) 7 

in relation to Digital's multimedia ~~~~~~~~e hierarchy. 
The shaded regions indicate the topics discussed in 
this paper. 

As mentioned, the library contains r o ~ ~ t i n e s  for 
aitdio and video codecs and 1)igital's propriety \lideo- 
rendering algorithms. The routines are optimized 
both algorithmically and for the particular platfor~n on 
which they are offered. The sohvarc has been success- 
filly implemented on  multiple platforms, including 
the Digital UNIX, the OpenVlMS, and Microsoft's 
Windo\vs NT operating systems. 

Three classes of routines are pro\lided for the tlircc 
subsystems: (1 )  video compression and dccompres- 
sion, (2)  video rendering, and ( 3 )  audio processing. 
For each sul?system, routines can be fi~rthcr classified 
as (a)  setup routines, (b )  action routines, (c)  query roil- 
tines, and (d )  teardown routines. Setup routines create 
and initialize all relevant internal data structures. They 
also compute values for the various look-up tables such 
as the ones used by the rendering subsyste~n. A c t i o ~ ~  
routines perform tlie actual coding, decoding, and rcn- 
dering operations. Query routines may be used before 
setup or  between action routines. Thcsc provide the 
programlner \\lith information about tlie capability 

APPLICATION 1 ..- APPLICATION M 
I I 

MICROSOFT'S VIDEO 
FOR WINDOWS 
(WINDOWS NT) 

INSTALLABLE 
COMPRESSION I rl MEDIA CONTROL 

MANAGER DRIVER INTERFACE DRIVER 

+c! VIDEO RENDERERS +TI+ AUDIO PROCESSORS 

JPEG MPEG H.261 -.. DITHER SCALE COLOR COLOR ... SAMPLE ADPCM MPEG-1 
SPACE ADJUST RATE 
CONVERT CONVERSION 

Figure 7 
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of the codec such as whether o r  not it can handle a 
particular input format and provide information about 
tlie bit stream being processed. These routines can also 
be uscd for gathering statistics. Teardoc\/n routines, as 
the name suggests, are used fi)r closing the codec and 
destroying all internal memory (state i~iformation) 
associated with it. For all video codecs, SLIB provides 
co~lvenience functions to construct a table of contents 
containing the oftiets to the start ofkames in the input 
bit stream. These con\~cnie~ice hnctions are usehl for 
short clips: once a table of contcnts is built, rand0111 
access and other VCR functiolis can be implemented 
easily. (These routincs arc disc~~sscd hr ther  in the sec- 
tion on sample applications.) 

Implementation of Video Codecs 
I n  this section, we present the program flow for multi- 
media applications that incorporate tlie various video 
codecs. These applications arc built o n  top of  SLIB. 
We also disci~ss specific calls from thc library's ,%PI to 
explain concepts. 

Motion JPEG Motion JPEG is the de  facto name of  
thc compression scheme that uses the JPEG coniprcs- 
sion 31gorith1ii de\lelopcd for still images to code video 
sequences. The motion JPEG (or  LM-JPEG) player was 
the first decompressor we developed. We had recently 
completed the So~u id  & Motion J300 adapter that 
could perform JPEG comprcssion, decompression, 
and dithering in hardware.","' We nocv wanted to 
de~relop a sofnvare decoder that would be able to 
decode video sequences produccd by the J300 and its 
successor, the Fullvideo Supreme JPEG adapter, 
which uses tlie periplieral component interconnect 
(PCI). 'Wnly baseline JPEG compression and deco~ii-  
prcssion have bee11 implemented in SLIB. This is suffi- 
cient for greater than 90 percent of today's existing 
applications. Figure 2a and Figure 3 show the block 
diagrams for the bascline JPEG codec, and Figure 8 
sho\\rs the flow control for compressing ran1 vidco 
using the video library routines. Due to the symmetric 
structure of the algorithm, the flo\v diagram for tlic 
JI'EG decompressor looks very siniilar to tlie one for 
the JPEG compressor. 

The amount of co~iipression is controlled by thc 
amount ofquantization in the individual image frames 
constituting the video sequence. The  coefficients for 
every 8-by-8 block within the image F(x,y) are quan- 
tized and deqi~antized as 

In equation (5), QTable represents the quantization 
matrices, also called v~s~bility matrices, associated 
with tlie frame F(x,-y). ( E d  colnponent constituting 

QUERY COMPRESSOR SvQueryCompressor B I REGISTER CALLBACK I SvRepisterCallba~k 

SET UP COMPRESSOR SvCornpressBegin z5 
READ FROM DISK OR 

71 CAPTURE LIVE VIDEO I 

SvCloseCodec DATA? 

COMPRESS FRAME SvCompress 

WRITE TO FILE 

Figure 8 
Flow Control for IM-JPEG Cornprcssion 

tlie frame can have its own QTable.) SLIB provides 
routines to  doatnload Ql'ables to the encoder explic- 
itly; tables provided in the I S 0  specification can be 
~ ~ s e d  as defaults. Thc library provides a quality factor 
that call scale the basc quantization tables, thus pro- 
viding a control knob mecl~anism for \rarying the 
amount of compression from frame to  frame. The 
quality factor may be d!inamically varied benveen 
O and 10,000, with a value of  10,000 causing n o  quan- 
tization (all quantization tablc elcmcnts are equal 
to I ) ,  2nd a value of 0 resulting in niasimuni quantiza- 
tion (all quantization table elements are equal to 255).  
For intermediatc values: 

The Clip() function forces the out-of-bounds values to 
be either 255 o r  1. At the lo\v end of thc quality sct- 
ting (small \~alucs of the quality factor), the nbovc 
for~iiula produces quantization tables that cause 
noticeable artifacts. 

Although Huf inan  tables d o  not affect the quality 
of thc video, they d o  intlucnce the achievable bit ratc 
for a given video quality. As \\lit11 quantization tables, 
SLIB provides routines for loading and using custom 
Huffinan tables for comprcssion. Huffinan coding 
~lor l t s  best wllen the source statistics are h ~ o u ~ ~ i ;  in 



practice, statistically optimized Huffinan tables are 
rarely ~ ~ s e d  due to the computational overhead involved 
in their generation. In  the case where these tables are 
not explicitly provided, the library uses as default the 
baseline tables suggested in the IS0 specification. In the 
case of decompression, the tables may be present in the 
cojnpressed bit stream and can be examined by invok- 
ing appropriate qnery cdls. In the AVI format, Huffman 
tables are not present in the compressed bit stream, a i d  
the default IS0 tables are always used. 

Query routines for determining the supported 
input and output formats for a particular compressor 
are also provided. For M-JPEG compression, some of 
the supported input formats include interleaved 4:2:2 
YUV, noninterleaved 4:2:2 YW, interleaved and non- 
interleaved RGB, 32-bit RGB, and single coinponelit 
(monochrome). The supported ou tp i~ t  formats 
include JPEG-compressed Y W and JPEG-compressed 
single component. 

ISO's MPEG-1 Video Once we had impleinentcd the 
M-JPEG codec, we turned our attention to the MPEG-1 
decoder. MPEG-1 is a highly asymmetric algorithm. 
The committee developing this standard purposely 
kept the deconipressor simple: it was expected that 
there would be many cases of compress once and 
decompress multiple times. 111 general, the task of com- 
pression is ~iiuch more coniples than that of deconi- 
pression. As of this writing, achieving real-time 
performance for R/IPEG-1 compression in software 
is not possible. Thus we concentrated our  energies 
on implementing and optimizing an MPEG- 1 decom- 
pressor while leaving R4PEG-1 compression for batch 
mode. Someday we hope to achieve real-time corn- 
pression all in sot'nvarc with the Alpha processor. 
Figure 9 illustrates the high-level scheme of  how SLIB 
tits into an PvIPEG plaver. The MPEG-1 system strearn 
is split into its audio and video substreams, and each 
is handled separately by the different components of  

the video library. Synclironization benveen audio and 
video is achieved at the application layer by using the 
presentation time-stamp information embedded in 
the system stream. A timing controller module within 
the application can adjust the rate at which video 
packets are presented to the SLIB video decoder and 
renderer. It can indicate to  the decoder whether to  
skip the decoding of B- and P-frames. 

Figure 10 illustrates the tlow control for an MPEG-1 
video player written on top ofSLIB. The schenie relics 
on a callbacl< function that is registered with tlie codec 
during initial setup, and a SvAddBuffers function, writ- 
ten by the client, which provides the codec \41th the bit- 
stream data to be processed. The codec is primed by 
adding niultiple buffers, cacli typically containing 
a single video packet from tlie demultiplesed syste~n 
stream. These buffers are added to the codec's internal 
buffer queue. After enough data has been provided, the 
decoder is told to parse tlic bit stream in its buffer queue 
~ i~ i t i l  it finds the nest (first) picture. The client applica- 
tion can speci+ which type of picture to locate (I, P, o r  
B) by setting a mask bit. After the picture is found and 
its information returned to the client, the client may 
choose to either decompress this picture or to skip it by 
invoking the routine to find the next picture. This pro- 
vides an effective mechanism for rate control and for 
VCR controls such as step forward, fast forward, step 
back, and fast reverse. If tlie client requests that a 
non-key picture (P  or B)  be decompressed and the 
codec does not have die required reference (I or P) pic- 
tures needed to perform this operation, an error is 
returned. The client can then choose to abort or pro- 
ceed ~ ~ n t i l  the codec finds a picture it can decompress. 

During steady state, the codec may periodically 
invoke the callback function to exchange messages with 
the client application as it compresses or  deco~npresses 
the bit stream. Most messages sent by tlie codec espect 
some action from the client. For example, one of 
the messages sent by the codec to  the application is 
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REGISTER THE CALLBACK SvRegisterCallback * QUERY DECOMPRESSOR 

I PRIME THE DECODER I SvAddBuRer 

SvDecornpressQuery 

I I 

BUFFERS 

SvAddBuff ers 

BUFFERS 

DISPLAY PICTURE 

SvRenderFrarne 
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Figure 10 
Flow Control for Ml'EG- 1 Vidco l'lnyback 

a CB-END-BUFFERS mcssagc, \ill.licli indicates thc 
codec has run out ofdata and tlie client needs to either 
add more data buffers or  abort the operation. Another 
message, CB-RELEASE-13UFFEItS, indicates the 
codcc is done processing the bit-stream data in a data 
buffer, and the buffer is a\!ailable for client reuse. One 
possible action for the client is to f i l l  this newly available 
buffer with more data and pass it back to the codec. In 
thc other direction, the client may send messages to the 
codcc through a ClientAction field. Table 1 gives solrlr 
of the messages that can bc sent to the codec by the 
applicatiori. 

Another use tor the callback mechanism is to accoln- 
modate client operations that need to be intermiscd 
between video encoding/dccoding operations. For 
example, the application may want to  process audio 
samples w M e  it is decompressing video. The codcc can 
then be configured sucli that the callback f i~nct io~l  is 

Table 1 
List of Client Messages 

Message Interpretation 

CLIENT-ABORT Abort processing of the  frame 
CLIENT-CONTINUE Continue processing the  frame 
CLIENT-DROP Do not decompress 
CLIENT-PROCESS Start processing 

invoked at a (near) periodic rate. A (:B-PROCESSING 
message is sent to the application b!~ the codec at reg 
ular intervals to give  tan opportunity for rate control 
of \r~deo and/or to perforin other operations. 

Tvpically tlie order in \vhicIi coded pictures are pre- 
scnted to the decodcr docs not correspond to the 
order in w h ~ c h  the!/ are to bc displ~yed. Consider the 
follo\\ring example: 
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. . 
llccodcr Input I1 P4 K2 R3 P7 135 R6 I10 

The order mismatch is an artifiict of the co~npression 
algorithm-a B-picture callnot be decoded ulltil both 
its past iuicd f ~ t u r c  reference tkimcs lia\,c bee11 decoded. 
Si~nilarJy a P-picturc cannot be dccodcd until its past 
reference f ra~nc has been dccodcd. To get around this 
pl.oblc~n, SLIl3 defines an output multibuffcr. The size 
of this rn~~ltibuffer is approsimatcly equal to three 
times the size of a singlc uncomprcsscd fra~ne. For 
csamplc, ti)r a 4:2:0 subsamplcd (:It' image, tlie size of 
the ~n~~l t ibu f fc r  \ \ ' o ~ ~ l d  he 352 b!, 288 h\r 1.5 b \ r  3 b\,tcs 
(the csact s i x  is returned by the librar\l during initial 
codcc setup). Aficr steady stntc has been reached, each 
invocation to  the deco~nprcss call yielcis the correct 
11cst frame to be displayed as shou,n in Figure 11. To 
a\,oid cspcnsi\,e copy operations, the rn~~ltibuffer is 
allocated and o\v11ed by the soh\\larc abo\rc SLIB. 

ITU-T's Recommendation H.261 (a.k.a. p X 64)  At the 
librar!, l c \ ~ l ,  dccompressing an H.261 stream is \.er!l 
similar to MPEG-1 decoding \\.it11 onc  exception: 
instead of three types of pictures, the H.261 recon>- 
mendation defincs only nvo, Itcjr ti-.lmcs and non-ltey 
frames ( n o  bidirectional prediction). Tlie i~nplication 
tor in~plcmcntation is that the s i x  of thc  multibuffer is 
approsimately nvice the size o f a  singlc deconipressed 
ti.amc. Furthermore, the order in \\lhich compressed 
f i ~ m c s  ;Ire presented to the dccomprcssor is the sarnc 
as the order jn \\,liich they arc to be displayed. 

To sat is^ thc H.261 recom~ncndatio~i, SLIB irnple- 
mcnts a strcaming intcrf;icc tbr comprcssion and 
dccomprcssio~~. I n  tliis model, the dpplication feeds 
input huffcrs to the codec, \\.liich processes the data in 
the buffers and returns the processed data to the appli- 
c,ltion tlirough a callb.lck routine. During decom- 
pression, tlic application laj~cr passes input buffers 
containing sections of  an H.261 bit strcam. The bit 

boundaries. Tlie codec parses the hit strcam and,  
\\.lien enough data is a\.ailablc, reconstructs 311 i~mage. 
Input buffers arc fi-ced by calling the cnllb~ck routine. 
When a n  i~ndgc is reconstri~ctcd, it is placed ill an out- 
put buffer 311d tlic buffer is r c t ~ ~ r n c d  to the applica- 
tion through the callback routine. Tllc comprcssion 
process is similar, but input buffers contain images and 
o ~ t p i ~ t  0~1ffc1.s contain bit-stream cluta. One advantage 
to tliis strcaming interface is that the application layer 
docs not nccd to  Itno\\. the syntax of the H.261 bit 
stream. The codec is responsible for all bit-stream 
parsing. Another ad\.antagc is that the caIlb.~ck mccha- 
nisni for returning con~pletccl im;lgcs o r  bit-stream 
buffers allo\vs the application to d o  other tasks with- 
out i~nplcnicnting multitlircading. 

SL,Il3's architecture and AI'I c.ln easily accomnio- 
d ~ t c  ISO's I\/IPE(>-2 and ITU-T's H.263 vidco com- 
pression algorithnis because of their similarity to the 
IMPKC-1 and H.261 algorithms. 

Implementation of Video Rendering 
Our  sotbvarc implementation of vidco rendering 
csscntially parallels the liard\\.arc realization detailed 
clse\\,licrc in this issue." As \\.it11 the harci\\,arc imple- 
mentation, tllc sohirare renderer is hs t  and simple 
because the complicated computations arc performed 
offline in building the \ ~ a r i o ~ ~ s  look-up tables. In both 
hard\varc and sott\\~are cases, a shortcut is achie\rcd by 
dithering in YUV space and then con\fcrting to some 
small number of RGB index values in a l o o k - L I ~  table.'" 

Altl1ough in most cases the mapping \.alucs in the 
look-111.7 tables remain fisecl for the duration of the 
run, the \video library provides routines to clynamically 
adjust i~nagc briglitness, contrast, saturation, and thc 
number of colors. Image sc'lling is possiblc but affects 
pcrk)r~nance. When quality is important, the soh\-are 
pcrhrms scaling before dithering and when speed is 
thc primar!l concern, it is donc akcr dithering. 

strcam can be divided arbitrarily, or, in the case of live 
Optimizations 

tclcco~~fcrcncing, cach buffer can contain data fro111 a 
\Vc ;approached the problem of optimization horn nvo 

tmns~iiission pacltet. Empty output buffers arc also 
directions: Platform-independent optimizations, or  

pi~sscd to the codec to f i l l  \\,it11 reconstructed images. 
algorithniic cnhancclnents, \\,ere donc b\' exploiting 

Picture tinrnes d o  not hc1\rc to be aligned on buffer 
I<no\\,lcdge of tlie co~nprcssion nlgoritlim and tlic 

t TIME 

Figure 11 
i\/luItibutfi.s~ng i n  SLIB 
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input data stream. Platform-dcpc~~de~~t optimizations 
\yere done by examining the ser\*iccs available from 
the underlying operating system and by c\,aluating the 
attributes of the s!stem's processor. 

As can be sccn from Table 2, the 13CT is one of tlic 
~iiost  computatio~ially jntensi\.c components in the 
comprcssion pipeline. I t  is also common to  all f\,c 
international standards. Therehre,  a special e f h r t  was 
made in cl~oosing and optimizjng the IXT. Since all 
five stnnddrtis cnll fix the in\!erse DCT (Il)<:l ' )  to bc 
postprocessed with inverse quantization, significant 
algorithmic savings \vere obtained by computing a 
scalar multiple of the l>CT and merging tlie ai717ropri- 
ate scaling into the cluantizer. The 1)CT imple~~icnted 
in the library is a modified version of the one- 
dimensional scaled IXT proposed by A-ari ct  a l . 'T?c  
t\\lo-dimensional 1XT is obtained by performi11g n 
one-din~cnsio~id  f>C'T on the colu~iins follo\\~ed by 
'1 o~ic-cii~iic~isio~iill 1X.T 011 the roi1.s. A total of 80 
multiplics and 464 adds arc needed for a fi~lly popil- 
latcd 8-b!*-S block. In highly comprcssed video, the 
coefficient matrix to br transformed is gcncrally sparse 
bccausc a I ~ r g c  n ~ ~ ~ i ~ b c r  of elements are "zerocd" out 
c i ~ ~ c  to Ilea\,!, quantization. We exploit this hc t  to 
slxed up the DCT computations. In the decodi~ig 
process, the Huffinan decoder computes and passes to 
tlic Il)(:T a list of ro\\,s and colu~nns that arc all zeros. 
The 11X:T then simply skips these columns." Ai~otlicr 
optimization i~scs a different IDCT, depending o n  the 
number of  nonzero cocfficients. The o\lcrall speedup 
due to thcsc tccliniques is depe~ident on the amount 
of compression. For lightly compressed \ i i c o ,  \ \~c  
obscr\~cd that tlic o\lcrhe.ld due to these tcchnicl~~cs 
slo\\lcd down the decompressor. We overcame this dif- 
tici~lty by builciing into SLIB the adaptive selection of 
the aplvopiatc optimization based o n  continuous sta- 
tistics gathering. l lun-t i~nc statistics of the n~lniber of 
blocks per hame tliat are all zeros are maintained, and 
tlic number of frnmes o\.cr \\.liich thcsc statistics are 
c\.aluntcci is pro\,idcd as a parameter for tllc client 
applications. Statistic gatlicring is mini~nal: a countcr 
i~pdate and an occasional compare. 

The second component of  tlie video ciccodcrs \\,c 
looked at \ u s  the Huffnian decoder. Analysis of tlic 
compressed data indicated that short-code-length 
s!lmbols \\!ere a large part of the comprcsscd bit 
stream. The decoder \\.as ~critten to l~andlc frccl~~cntly 
occurring very sliort codcs (< 4 bits) as special cases, 
thus avoiding loads from nlemory. For short codcs 
(< S bits), look-up tables \ ~ r c  used to  avoid hit-by-bit 
decoding. Togctlier, these h\,o classes of codcs 
account for \vcll over 90 percent oftlic total collcctio~l 
of the variilble-length codes. 

A third compute-intensive operation is raster-to- 
block con\~ersion in preparation for comprcssion. This 
operation had the pote~itial of slo\ving c io \v~~ tlie com- 
pressor 011 Alpha-based systems on  u~liicli byte and 
short acccsscs are done indirectly. We implcmcntcd an 
assembly language routine tliat w~ould read the 
i~nco~liprcsscd inpi~t  color image and con\.cl-t it to 
tlircc one-dimensiond arrays containing 8-by-8 
blocks in sequence. Special care \\.as taken to kccp 
mcrnor!- rcfcrcnccs aligned. Rele\,ant bytes \ircrc 
obtained through shifting and masking operations. 
Lc\,cl hit t ing \\,as also incorporated \\ithi11 the routine 
to avoid t o ~ ~ c h i n g  the same data  gain. 

Other enhancements included replacing multiplics 
and divides with shifis and adds, avoiding intcgcr to 
floating-point con\a-siolis, and  sing floating-point 
operations \vhcrcver possible. This optimization is 
particularly suited to the Alpha arc1iitcctu1-c, \\~hcrc 
floating-point operations are significantly hstcr than 
intcgcr operations. We also worked to rcclucc memory 
banclwidth. Ill-placed rnemor\~ accesses can stall the 
~ ~ o c c s s o r  and slo\v down the co~npi~ta t io~ls .  Instruc- 
tions generated by the compiler \\.ere analyzed and 
sonictimcs rescheduled to  void data hazards, t o  kccp 
the on-chip pipeline fill, and to a\.oid unncccssary 
loads and stores. Critical and small loops \\'ere 1111rollcd 
to make better use of floating-poi~~t pipelines. 
llcordcring the computations to reuse data ;ill-ead!. in 
registers and caches helped minimize thrashing in the 
cachc and the translation lool<asidc b~rffcr. i.r.Mcmor!~ 
\\las accessed througli offsets rather than pointer 

Table 2 
Typical Contributions of the Major Components in the Playback of Compressed Video (SIF) 

Coding Bit-stream Huffman 
Scheme Parser and 

Run-length 
Decoder 

M-JPEG 0.8% 12.4% 
decode 
MPEG-1 0.9% 13.0% 
decode 
INDEO 1.0% 
decode 

Inverse IDCT Motion Vector Tone Adjust, Display 
Quantizer Compression, Quantization Dither, Quantize 

Block to (INDEO and Color Space 
Raster only) Convert 

10.5% 35.2% - - 33.7% 7.4% 



increments. More local variables than global variables 
were used. Wherever possible, fixed values were hard 
coded instead of using variables that would need to  
be coniputed. licfcrcnccs \\/ere 11i;ide to be 32-bit or 
64-bit aligned accesses instead of byte or short. 

Consistent \\it11 one of the design goals, SLlB \\,as 
made thread-satk and fblly reentrant. Tlic Digital 
UNIX, the OpenVMS, and Microsoh's Windo\vs N T  
operating systems ;ill offcr support for ~n~~l t i th rcadcd  
applications. Applications such as video pl,l)lback can 
improve their pert?)rmancc by having separate threads 
for reading, decomprcssing, rendering, and display- 
ing. Also, a multithrcacicd application scales up well on 
3 ~i~~~l t ip rocesso r  s!!stc~ii. Global n~ultithrcaciing is 
possible if the librar!~ code is reentrant o r  tliread-safe. 
When we were trying to multithread the library iuter- 
nals, we found that tlic overhead caused by the birth 
and death ofthreads, the increase in rncniory accesses, 
dnd tlic fragmentation of tlle codcc pipeline caused 
opcrations to slow do\vn. For thesc reasons, rou- 
tines within SLII3 were ltcpt single-thrcadcd. Other 
opcrating-systc~ii optimizations such as memory lock- 
ing, priority scheduling, nonpreemption, 2nd faster 
timers that J I . ~  generally good for relil-time npplica- 
tions were csperimcntcd with but not included in our 
present implementation. 

Performance on Digital's Alpha Machines 

 measuring the performance of video coclccs is gcncr- 
ally a difficult problem. In addition to the ~ ~ s u a l  depcn- 
dencics such as system load, efficiency of the 
underlying operating system, and application over- 
head, the spccd of  the \~icico codccs is dependent on 
the content of the video sequence being processed. 
Rqpid mo\,emcnt and action scenes can delay both 
compression and decompression, \vhilc slo\\* motion 
and high-t'reclucnc!l contcnt jn a vidco scquc~lcc can 
generally result in dccompression. When com- 
paring the performance o fone  codec against another, 
the analyst must makc certain that all codccs process 
the same set of  video scqucnces under similar oper- 
dting conditions. Since n o  scqucnccs liave bccn 
ncccpted as s t a~~dard ,  the analyst must dccide which 
secluc~ices are most typical. Choosing a scqucnce that 
bvors the decompression p~.occss and presenting 
those results is not ilnconimon, but it can lcad to fi~lsc 
espcctations. Scclucnccs with similar peak signal-to- 
noise ratio (1'SNR) may not bc good cnough, because 
more often than not I'SNR (or equivalently the rnean 
square error) does not accurately measure signal q ~ ~ a l -  
in.  With thcsc. thoi~ghts in mind, \vc chosc some 
sequences that \ire t l i o~~g l i t  were typical and llscd these 
to measure the performance of our sotiware codccs. 
We d o  not present comparative r c s~~ l t s  to codccs 

implemented elsewhere since \jfe did not have access 
to thesc codecs and hence could not test thesc \vith the 
same S C ~ L I C I I C ~ S .  

Tublc 3 presents the clinrnctcristics of the thrcc 
vidcoi~cqnences used in our  csperiments. Let L,(.X.J~ 
and L ,( ,Y..L~ represent the luminance component of  
the original and the rcco~istructcd fi-anie 1: let 11 and nl 

rcprcsent the horizontal and vertical dimcnsions of 
a frame; and let N be the number of frames in the 
video sccluence. Then the Compression R ~ t i o ,  the 
average o ~ ~ t p u t  BitsPerPisel, and the average PSNK arc 
calculated as 

Comprcssion Ratio = 
\ 

bits in f r~rnc[ i ]  of  original \,idea 
( -1  ( 7 )  

\ 

bits in fran~e[i  J o f  cornpresseil video 
1 - 1  

Avg. KitsPcrPixcl = 
\ 

1 2 bits in frame[i] of  
i\' XnXm ,,, conipresscd \video 

Figure 12 sho~vs  the I'SNR for individual fi-amcs in 
the vidco scqileliccs along \\pith the distribution of 
fi-amc size for each of tlirce test sequences. Frame 
dimensions within a sequcncc al\\!ays remain constant. 

'Table 4 provides spccific;~tions of tlic workstations 
and P<:s used in our  experiments for generating 
the various pcrfonnancc numbers. The 21064 chip 
is 13igital's first cornmc~-cially available Alpha proccs- 
sor. It lias a load-storc ,~rcIiitccturc, is bascd on a 
0.75-micronleter complcmcntnry metal-osidc scmi- 
concluctor (CMOS) technology, contains 1.68 million 
transistors, has a 7- and 10-stage integer and floating- 
point pipeline, has separate 8-kilobyte instruction and 
data caclics, and is dcsigncti for dual i s s ~ ~ c .  The 
2 1064A microprocessor lias the same architccturc ;IS 

tlic 21064 but is bascd on a 0.5-micro~ncrcr C:MOS 
technology ancl supports faster clock rates. 

We provide pcr6)rmancc ni~mbers fix- the video 
scclucnccs characterized in Table 3. Figure 13 provides 
measured data on  Cl'U LIS; I~C wlic~i compressed video 
(from Tablc 3) is played back at 3 0  frames per scco~ld 
o n  tlic various test plat6)rms shown in Tablc 4. We 
chosc "percentage of  C:PU used" as a measure of per- 
formance bccausc \tlc nsantcci to luio\\, \\.hctlicr the 
C1'U could handle any other tasks \vIien it was doing 
video processing. Forti~natcl!; it turned out  the 



Table 3 
Characteristics of the Video Secluences Used to Generate the Performance Numbers Shown in Fiaure 12 

Spatial 
Compression Resolution 

Name Algorithm (width X height) 

Temporal 
Resolution Avg . Compression Avg. PSNR 
(No. of Frames) BitsPerPixel Ratio (dB) 

Sequence 1 M-JPEG 
Sequence 2 MPEG-1 

Video 

M-JPEG 
Sequence 3 INDEO 

SEQUENCE 1 (MOTION JPEG) 

"d i 5  5b 75 160 1;s I ~ O  1;s 200 

FRAME NUMBER 

0.08 - MEAN = 26.65 
0.07 - STD. DEVIATION = 4.97 

0.06 - RANGE = 41.03 
PEAK-TO-AVG. RATIO = 2.07 

0.02 - 

- .  0 

1 6 11 16 21 26 31 36 41 46 51 56 61 
FRAME SlZE (KBITS) 

SEQUENCE 2 (MPEG-1 VIDEO) 

0.06 t 

MEAN = 17.1 1 - 
STD DEVIATION = 14.47 
RANGE = 97 62 
PEAK-TO-AVG RATIO = 5 72 

FRAME NUMBER FRAME SIZE (KBITS) 

SEQUENCE 3 (INDEO) 

0.25 1 

FRAME NUMBER 

MEAN = 16.06 
STD. DEVIATION = 6.96 
RANGE = 59.01 
PEAK-TO-AVG. RATIO = 9.80 

FRAME SlZE (KBITS) 

Figure 12 
Cl~aracteristics oFrhc Threc Test Scqucnccs 



Table 4 
Specifications o f  Systems Used i n  Experimentat ion 

System Name 

AlphaStation 
600 51266 
workstat ion 

AlphaStation 
200 41266 
workstat ion 
DEC 3000lM900 
workstat ion 

DEC 3000lM500 
workstat ion 

Operat ing Disk 
CPU Bus Clock Rate Cache Memory  System 

Alpha PC1 266 MHz  2 M B  64 M B  Digital  UNlX RZ28B 
21 164A (3.7 ns) V3.2 

Alpha 
2 1064A 

Alpha 
2 1064A 

266 MHz 
(3.7 ns) 

TURBOchannel 275 MHz 
(3.6 ns) 

Digital  UNlX RZ58 
V3.0 

Digital  UNlX RZ58 
V3.2 

Alpha TURBOchannel 133 MHz 512 KB 32 M B  Digital  UNlX RZ57 
2 1064 (7.5 ns) V3.0 

ans\ver \\,as a resounding "Yes" in thc case of Alpha n o  hard\rarc accclcration. High-clual inl  M-JPEG and 
processors. T h e  \,iclco pla!.back ratc \\.as ~ i leasurcd  IMPEG-l compressed vidco clips can be pla!,cd at ful l  
w i t h  soft\rarc \.idco rendering enabled. W h e n  hard-  speed \\.it11 20 percent t o  60 percent of the CPU avail- 
ware rendering is available, est i~nntcd \lalucs for v idco able for other  tasks. INDEO decompression is faster 
playbaclc arc pro\/idcd. than M-JI'EG and MPEG duc to the absc~ice o f  lX:T 

F r o m  F i g i ~ r c  13, it is clear that  today's workstations processing. (INDEO uses n vector quantizat ion 
arc capable o fp lay ing  SIF video at fill1 ti.amc rates \\~ith me thod  based on  piscl d i f k rcnc i i i g . )  O n  thrcc out of 

M-JPEG 

V) ' 6 0 0 - 5 1 2 6 6 1 -  , , , , 
V) 

0 20 40 60 80 100 120 140 

% OF CPU USED 

MPEG-1 VIDEO 

30001M500 

2504266 

5 30001M900 
6 

600-51266 
0) 0 a 20 40 % OF 60 CPU 80 USED 100 120 140 

INDEO 

% OF CPU USED 
KEY: 

WlTH HARDWARE VIDEO RENDERING 

WlTH SOFTWARE VIDEO RENDERING 

Figure 13 
I'crccnragc of <:I'U Rcquircd for  Red-rimc I'la\bnck nr 30 f ~ ~ s  o n  Four l>iffcl.c~lt Alpll.1 h.~scd S\,srcms 



the four machines tested, hvo SIF INDEO clips coulcl 
be played back at f i l l  speed with Cl'U capacity left 
over for other tasks. 

The data also sl~o\vs tlic advantage of placing the 
color conversion and rendering of the video in the 
graphics Iiardware (see Table 2 and Figure 13). 
Sohvare rendering accounts k)r one-third of the total 
playback time. Since rendering is csscntially a table 
look-up f~nc t ion ,  it is a good candidate for nioving 
into hard\\lare. If hardware video rendering is available, 
11iultiple M-JPEG and IVPEG-1 clips can be played 
back o n  three of  tlic four m;lcliincs on ~vhich the soft- 
\\rare ~ l a s  tested. 

Software video compression is more time-consum- 
ing tlian deco~nprcssion. All algorithms discussed i l l  

this paper are asy~iinict~-ic in the amount ofprocessing 
needed for compressjon and decompression. E\cn 
tlio~lgh the JPEG algoritl~m is theoretically synlnietric, 
the performance of the JI'EG decoder is better tlian 
that of tlie encoder. The difference in performance is 
due to the sparse naturc of  tlic quiintized coefficient 
matrices, which is exploited by the appropriate IDCT 
optimizations. 

For video encoders, we me~~sured the rate of com- 
pression for both SIF and cluarter SIF (QSIF) formats. 
Since the overhead due to I/O affects the rate at which 
the compressor works, \\ic present nieasured ratcs col- 
lected \\(hen the ra\v video sequence is read from disk 
and ~ \~ l i cn  it is capturcd jn redl timc. The capture cards 
~ ~ s e d  in our esperiments \vcrc the Sound S: Motion 
1300 (fi)r systems with the TUKBOclian~leJ bus) and 
the FuIIVideo Supreme (for PC:]-based systems). The 
compressed bit streanis \\.ere stored as AVI files on local 
disks. The sequences used in this experiment \vere 
the same ones used for obtaining measurement fix the 
\.arious decomprcssors; thcir output characteristics arc 

Table 5 
Typical Number of Frames Compressed per Second 

given in Table 3. Table 5 provides performance num- 
bcrs for the M-)PEG and nn unoptimized INDEO 
compressor. For IM-JPEG, rates for both mo~iochrome 
a n d  color video seclLlenccs arc proviclcd. 

-7 

I he ciata in Table 5 indicates t h ~ t  t l ~ c  M-JPEG co~i i -  
pressio~i outperfc)rms I N I I E O  (.lltliougli one has to 
keep in mind that INl'lEO ~vns not optimized). This 
difference occurs because IU- J I'EG cornpressio~~, 
unlike INDEO, does not rely on interframe prediction 
o r  motion estimation fix compression. F~rr ther~nore ,  
\\!hen I-.I\\. video is co~nprcsscd from disk, the encoder 
performs better than \vI~cn it is captured and com- 
pressed i l l  real timc. This can be explained on the basis 
of  tlie overhead resulting fro111 conrcxt s ~ ~ i t c h i n g  in 
tlic operating system and the schcdi~ling of seqi~ential 
capture operation by the applications. Real-timt: cap- 
ture a~icl co~npression of imagc sizes larger than QSIF 
still require hard\\larc assistance. It S I I O L I I ~  bc noted 
tliat in Table 5, the maximum compression rate fbr 
rcal-timc capture and co~nprcssion does not esceed 30 
fi-amcs per second, \vhicli is tlic limit of the capture 
hard\vare. Since there arc no such limitations for disk 
reads, compression rates of  grcatcr than 30 frames per 
second for QSIF sequences arc recorded. 

\~\'ith the newer Alpha chip \l7c expect to see 
improved perforn~ance. A factor \\re neglected in oirr 
calculations was prctiltcring. Some capture boards arc 
cnpable of capturing only i l l  <:(:Il< 601 for~iiat and d o  
11ot include decimation filters ns p~1.t of their hard- 
w.irc. In such cases, the soft\v,lrc 113s to filter C P C I I  
fr;une down to CIF or  QClF, \\+ich adds substantially 
to the overall comprcss io~~ time. For applicatio~ls tliat 
do  not require real-time compression, sof'\.arc 
digital-video compression may be a viable solution 
since video can be capti~red o n  hist disk arrays and 
compressed later. 

M-JPEG (Color) M-.IPEG (Monochrome) INDEO (Color) 

System Compress Capture and Compress Capture and Compress Capture and 
(f PSI Compress (fps) (fps) Compress (fps) (fps) Compress (fps) 
SIF QSlF SIF QSlF SIF QSlF SIF QSlF SIF QSlF SIF QSlF 

AlphaStation 
600 51266 
workstation 21.0 79.4 20.0 30.0 32.8 130 29.0 30.0 8.7 35.4 5.8 23.0 

AlphaStation 
200 41266 
workstation 10.8 45.1 12.0 30.0 
DEC 3000lM900 
workstation 13.2 56.6 7.9 28.0 21.9 87.8 14.0 29.0 6.0 25.4 4.5 7.6 
DEC 3000lM500 
workstation 6.7 26.6 7.3 8.1 10.4 40.4 7.4 8.2 2.8 11.8 2.2 8.7 
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Sample Applications 

We implemented several applications to test our  archi- 
tcctilrc (codecs and renderer) and to  create a test bed 
fix perfi)rniancc measurements. These programs also 
served as saniplc code for sohvare developers incorpo- 
rating SLIB into otlicr multimedia s o b a r c  layers. 

The Video Odyssey Screen Saver 
The Video Odyssey scrccn savcr uses software video 
ciecompression and 24-bit YCbCr to 8-bit pseudo- 
color rendering to deliver video images to the screen 
in a \pariety of modes. The program is controlled by 
u control panel, sho\vn in Figure 14. 

Thc user can select from seseral metl~ods ofdisplay- 
ing the decomprcsscd \~idco o r  let the c o ~ i i p ~ ~ t e r  cycle 
tliroilgl~ all mctliocls. floaters mode, shown in 
F i g ~ ~ r e  15, floats onc to four copies of the vidco 
around the scrccn n~irll the n u n ~ b e r  of floating \\/in- 
dowa co~ltrolled by a slider in the control panel. The 
snapshot niode floats one \\lindo\v of the video around 
the screen, but every second takes a snapshot of a 
frame and pastes it to the background behind the 
floating windo\v. 

All settings in the control panel arc saved in a con- 
t ig~~ration file in the ~ ~ s c r ' s  home directory. The user 
selects a video file \vith the file button. In  the current 
implementation, any AVI file containing Motion JPEG 
or  m\v YUV video js acceptable. The user can set the 
time interval for the screen savcr to take over. Controls 
fix setting brjglit~icss, contrast, and saturation are also 
provided. Vidco can be played back at normal resolu- 
tion or with X2  scaling. Scaling is integrated with 

Figure 15 
Vidco Odyssey Screen Snvcr in Flontcrs Modc 

the color con\,crsion and dithering for optimization. A 
~ ~ L I S C  fcati~re allo\\rs the user to  leave his o r  her scrccn 
in a lockcd state \\.it11 an active scrccn saver. The screcn 
is ~~n lockcd  onl!. if the correct pass\vord is pro\riiicd. 

The Software Video Player 
The sohvarc video player is an application for viewing 
video that is similar to a VCR. Like Video Odyssc!/, rhc 
soh\rnrc video player exercises the dcconlpression and 
rendering portions of SL.IR. Unlike Video Odyssey, 
the sofnvarc video pla!lcr allo\\/s random access to an!, 
portion of the video and pcrnlits single-step, reverse, 
and fast-for\vard f~~nct ions .  Figure 16 sho\vs the dis- 
play window of the sofwarc vidco player. 

Figure 14 Figure 16 
Video Odysscv <;o~ltrol l'ancl The Sofnvare Video Plavcr l)ispla!l Window 
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T h e  uscr m o \ u  rhrougli the file \\,it11 a scroll bar 
and a set o f  VCR-liltc but tons.  T h e  bu t ton  o n  the far 
left o f  tlic displu!!  it in do\\, '11 lo\vs thc video t o  bc dis- 
played at norrn.ll size o r  a t  a magnification o f  X 2 .  T h e  
f i r r i g h t  but ton allo\\/s ,idjustment o f  brightness, con-  
trast, saturation, dnci n u ~ n b c r  o f  displaycci colors. T h e  
quality o f  the dithering algorithm ~ised  in rendering is 
such that \,alucs as lo\\, JS 2 5  colors leacl t o  ,~cccptable 
image qualin.. i.\llo\\.,~l>lc file formats for the sofn\.arc 
video player .Ire I\/[-JI'EG (AVI format and the JPEG 
file i ~ l t e r c h ~ n g c  h r m a t  o r  JFIF), PIPEG-1 (bo th  \iidco 
and s!~stem streams), and ra\\rYUV. 

Random access into the  file is d o n e  in o n e  o f  nvo 
\\fays, depending o11 the file format. For  fi)rmars that 
c o n t i n  an indcs o f  the fi.lme positions in tlic file (like 
AVI filcs), the  indcs is simply used t o  scclt the desired 
frame. For  fol-mats tliat d o  n o t  contain all indcs, S L I C I I  
'1s IMPEG-1 anci JFIF,  the soh i ra re  \,idco player esti- 
mates the 1oc;ition o f  a frame based o n  tlic tot.11 Icngtli 
o f  the video clip 2nd <I running average o f  framc size. 
This t c c h n i q ~ ~ c  is a c i c c l ~ ~ ~ t c  for   no st video clips and has 
the advantage o f  avoiding the time nccdcd t o  first 
build .111 index by sc.lnni~ig through tlie fi lc. 

Interframe comprcssion sclicmcs like IUPEG- 1 ,~ncl 
IN1)EO posc s p c c i ~ l  problems \\.hen tr!ring t o  .icccss 
,I r a ~ l d o m  frdmc in \,itico clip. k/lI'F.C;-l'a K -  . ~ n d  
P-fi-amcs arc dcpcnclcnt o n  preceding frdmes anri can- 
not  be decompressed alone. O n e  tccl inicl~~c for ]Ian- 
ciling random ncccs  into filcs \\~itli non-Ite!' frames 
and n o  framc index is to  use the tile position specified 
by the uscr (\\lit11 a scroll bar o r  by other  means) as a 
st'lrting point and then t o  search tlie bit strc'lm for thc 
~ l c s t  Iteyfranic (an  I-fi-,imc in PIPEG-1). At tllat point,  
displa!. can procccii normally. Re\.crsc play is also a 
prol2lcni \\,it11 tllcsc fol-mats. sofh\.are \ , idco pl,~!rcr 
d c ~ l s  \\,it11 rc\.crsc by displaying o n l ~ ,  the key fr.~mes. 
I t  could display all frames in reverse by prcdccom- 
pressing all franics in a g roup  and then displaying them 
in rc\:crsc order, but  this \vould rccluirc large ,tmoLlnts 
o f  memory and \ \ , o ~ ~ l d  pose problems with processing 
cielays. Rate contl-ol f~inct ions,  including fast-fi)r\\.,lrd 
dnd fast-rc\,crsc functions, can be d o n e  by ~c lcc t i \~c ly  
thro\\, ing o u t  non-l<c!r frames and processing Itcy o r  
I -  frames onl\r. 

Other Applica tions 
Scvcral o ther  ,lpplic,ltions using diffcrcnt components  
o f  SLlB \\!ere also \\lrittcn. Some of tlicsc arc 
( 1 )  Encode-a video encoding application tIi,lt iiscs 
SLIE's comprcssion component  t o  colupress ra\v 
\.idco t o  M-JPF.G fi)rmat, ( 2 )  liendit-,I \,ic\\rcr for 
tl-LIC color images tI1;lt ~ ~ s c s  SLIB's rendering compo-  
nent  t o  scale, tone-adjust, ciither, quantize, color space 
convert,  and displ.~!~ 24-bi t  IIGB or 16-bi t  YUV 
images o n  fr,lme b~lffel-s \\lit11 limited planes, and 
(3 )  routines for \nic\\,ing compressed on-line t~ idco  

c l o c ~ ~ r n c n t a t i o ~ ~  that \\,as incorporated into 1)igital's 
\~idcoconfcrcncing p r o d ~ ~ c t .  

Related Work 

PVhilc consicicrablc effort has been dc \~otcd  t o  opti- 
mizing \,icieo decoders, little h.ls bccli done  for \video 
encoders. Encoding is gencrall!, computationally more 
complex ,lnd t i m e - c o ~ i s ~ ~ i i i i g  than ciccoding. As a 
result, obtaining I-eal-ti~iie pcrk>rmancc fi-om eilcoders 
Ilas no t  bccn fc'~sible. Another  rationalization for 
interest in dccodcrs lias been that many applications 
require video playback and only a few ,Ire based o n  
video e~lcociing. As a result, "code once,  play many 
times" lias bccn the dominant  pliilosopli!,. In  most 
papers, rcscarc1ie1-s IIJ\.C focused o n  rccliniqucs fix 
optimizing tlic \.a~-ious codecs; \,cr!. little I ~ a s  been 
p~ibl ished o n  pro\.iding a ~ in i form arcliitccturc .lnd an 
intuiti\,c Al'l fix tlie \,idco cociccs. 

In this section, \ire pl-cscnt r c s ~ ~ l t s  f ro~i l  other  papers 
p ~ ~ b l i s l ~ c d  011 sofnvare \idea codccs. O f  the three 
international stancl,irds, MPEG-1 11'1s attracted the 
most a t t cn t io~l ,  ,lnd o u r  prescnt.1tion is hi'lsed slightl\l 
to\\,ard this standard. We conccntratc o n  \\,orl< that 
implements at  least one  o f  tlic tlircc rccognizcd inter- 
natio~lal st,lnd,l~-ds. 

Tllc J1'F.C; sofh\.arc \\.as m,tde p o p ~ ~ l a r  by the 
Indepencicnr Sohv, lrc  JPEG Group  formccl by T o m  
Lane.'" H c  and his co l lcag~~cs  i n l p l c i l ~ c ~ ~ t c d  and made 
a\!ailablc frcc sohvare  that could pcrh)rm baseline JPEG 
comprcssion : ~ n d  decolnprcssion. Co~~s idcrab lc  attcn- 
tion \\,as given to sofhvare i n o d u l a r i ~ .  anti portabilit\r. 
T h e  main objecti\rc o f  this codcc \\,,IS still-image com-  
pression . ~ l t h o ~ ~ g l i  its nioditicd \ . c r s i o ~ ~  h,is bccn used for 
decompression o f  motion JPEG sequences .IS \\,ell. 

T h e  hlll'EG sofni~arc \.idea decocicr \\.as made popu- 
lar by tlxc r n ~ ~ l t i ~ l i c d i a  research group  at  t l ~ e  LTni\,ersit\r 
o f  California, 13crlieley. T h e  a\,ailnbility o f  this fi-ee s o h -  
\Itarc sparltcci tlie interest o f  many \ \ ,ho no\\! had the 
opportuni ty t o  play \\rith and cspcrimcnt  \ \~i th  coni- 
pressed \ziJeo. Patcl c t  al. describe the i ~ n p l c r n e n t a t i o ~ ~  
o f  this sofn\,arc MPEG decodcr." 'The foc~is  in their 
paper is on an I\.IPEG-1 ~r ideo  pla!rcr tliat r.i.ould 
bc portable ,~nci Elst. T h e  a ~ ~ t l l o r s  cicscribe \ . ; I ~ ~ ~ L I s  

optimizations, incl~rding in-line proccdurcs, custom 
coding frequent bit-n~liddling o p c r ~ t i o n s ,  dnd render- 
ing in the YU\7 spdce \ \~i th  color con\,crsion through 
loolc-up tables. They obser\wi  that the Itc!. bottleneclc 
to\vard real-time performance \\,as no t  tlic compu-  
tation in\rol\.cd h ~ ~ t  the mcmor!, h,lnd\\.idtli. The!, 
dlso c ~ ~ i c l ~ ~ c i e c i  tllat data struct~11-c organization and 
bit-le\,cl manipi~lations \\,ere critical fix gooti pcrfor- 
mancc. T h e  aur l~ors  propose a no\rcl 11ict1-ic for com-  
paring the pcrformcince o f  the decocicr o n  systems 
markctcd hy different systems \rcndors. Their metric, 
thc percentage o f  required bit I-ate per second per 



thousand doll,~rs (l'RSL)), takes into ,iccount the price 
o f t h e  system o n  which the decoclcr is being e\taluated. 

Klieda anci Srini\r.lsan describe tlic iniplcmenta- 
tion o f  an IUPEG- 1 decoder  that is portable across 
pl'itforrns bcc,ii~sc the s o h \ ~ ~ r c  is \vrittcn entirely in 
a high-le\rcl Innguagc." 'The paper cicscribes the \rari- 
ous optimizations clone t o  improve the decoder's 
speed and pro\~iclcs performance ~ i u m b e r s  in tcrliis o f  
number  o f  frames displayed per s c c o ~ l d .  T h e  authors 
compare the spccd o f  their dccodcr o n  various 
platforms, including LXgital's til-st Alpha-based PC: run-  
ning I\/licrosoh's \l\lincio\\.s NT shrstcm. They conclude 
that their dccodcr pcrh)rmed best o n  tllc hlplia system. 
I t  \\,us able t o  decompress, dither, .lnd display a 320-  
pixel by 240-line \iideo sequence at a rate o f 1 2 . 5  kames 
pu second. A \,cr!I brief description o f  the API sup- 
ported by tlic dccodcr is also pro\~idcd.  The API is ahlc 
to  support operations such as I-andom access, fast for-  
\ \ . a d ,  and fast rcjrcrsc. Optional skippillg of  B-frames is 
~ x ) ~ $ i b l e  for ratc control. T h e  'u~tliors conclude that the 
size o f t h e  cache ,ilici the performance oftlic display sub- 
system are critic.11 k)r real-time pert?)rm'~nce. 

Bhasltaran ,lnd I<onstantiniclcs dcscribc a rcal- 
timc hIPEG-1 sofn\,,ire decoder  that can play both 
audio and \, idco data o n  a Hc\\dctt-Paclcard PA-HIS(: 
~voccssor-based \\,orkstation." T h e  paper pro\rides 
step-by-step details o n  ho\v optimiz.ltion \\)as carricd 
o u t  a t  both the ,~lgorithmic . ~ n d  the architectural 
Ic\lcls. T h e  b'isic processor wns enhanced b!. including 
in tlie instruction set sc\~cral niilltimcdia instructions 
capable o f  p c r h r m i n g  parallel arithmetic operations 
tliat 'Ire critical ill \.idco codecs. T h e  displ,~!' s ~ ~ b s y s t e m  
is able t o  handle color con\,ersion o f  YCbCr data anci 
up-sxnpling o f  im'igc data. Tlic performance o f  the 
decoder is comp'lrcd t o  soft\\jarc decoders r u ~ i ~ i i n g  o n  
ciifferent platforms from different nianu6cturers. T h e  
comparison is no t  truly h i s  becailsc the authors c o m -  
pare their dccodcr, \\,liich h ~ s  h,irci\\,,lrc assistance 
available t o  it (i .c. ,  .in e~lli,lncecl graphic subs!stern and 
nu\ ;  processor instructions), t o  o ther  decoders that arc 
trulv s o h v a r e  bascci. Furthermore, since all tlie codccs 
were not  running o n  the same machine under  similar 
operating co~lciitio~ls ~11ci since the scclllcnce tested o n  
their dccodcr is not  the s ~ ~ i i e  as the one  used by the 
otllers, the co~nparison is not  truly accur.ltc. T h e  papcr 
docs n o t  pro\.idc .In!, information o n  the progr.lm- 
ming interthcc, the control tlo\\,, 'ind the o\rerall soft- 
w,lrc architcctilrc. 

Tliere arc nilrnc~-011s o ther  descriptions o f  tlic 
IMPEG-1 sofn\,.lrc codecs. Eckart dcscribcs a s o h v a r c  
MI'EG \ ~ i d c o  pla!rcr tliat is capnl~lc o f  decoding both 
Liudio ~ n d  \,idco in real time o n  .i PC: \\,it11 a 90-mega-  
hertz Pentil~lil  processor." Soh\larc  for this decoder is 
a\lailable frccly over the Internet .  G o n g  and Ilowc 
dcscribe .I p,~r,illcl implementat io~l  o f  the IMPEG-1 

encoder that runs on a nct\\rork o f  \ \ ~ o ~ l i ~ t a t i ~ ~ i ~ . ? "  T h e  
performance i~iipro\,ernents o f  greater than 6 5 0  
percent are reported when the cncociing process is 
performed o n  9 nct\vorked H P  9 0 0 0 / 7 2 0  systems 
as conipareci t o  a s i n g e  s!stem. 

WLI e t  31. dcscribc the implcmcllt,~tioli dnd pcr- 
formance o f  a sofnvare-only H . 2 6 1  video codec o n  
the Po\verP(: 6 0 1  reduced iristruction set computer  
(RISC) processor.'" This  paper is interesting in that it 
deals ~ v i t h  optimizing both the encoder  and the 
decoder  t o  hcilitate real-time, h l - d u p l e x  nenvork 
connections. T h e  codec plugs under the QuicltTimc 
architecture de\,eloped by Apple C:omputer, Inc. and 
can be in\rol<cd by applications that lia\le programmed 
t o  the QuicltTimc interface. -The highest display ratc is 
s l i g h t l ~ ~  under  18 frames per sccond for a QSIF video 
s e c l i ~ c ~ ~ c e  codcci at 6 4  kilohits per sccond \\lit11 disk 
acccss. With real-time \rideo capture included, the 
frame rate red~lces t o  ben\,een 5 , ~ n d  1 0  frames per 
s e c o ~ l d .  The papcr provides ;In interesting insight by 
giving a brealtdo\vn o f  the amount  o f  time spent in 
each stage o f  cociing and clccociing o n  a complex 
instruction set computer  (CIS(:) \ l c r s ~ ~ s  a RISC systeln. 
Although the p ~ p e r  does a good  job o f  describing the 
opti~iiizations, very little is mentioned about  the soft- 
\\,are architecture, the progr.imming interface, and tlic 
co~i t ro l  flo\v. 

We end this section by recommending some sources 
for obtaining additional inforln'ltion o n  the state 
o f  the ar t  in sofnvare-only vidco in p~r t icu la r  anci in 
multimedia in general. First, the Society o f  Photo-  
Optical Instrumenratio17 Engineers (SPIE) ,lnd the 
Associ'ltion o f  C o ~ n p u t i n g  Machinery (ACM) sponsor 
annual ~ n u l t i ~ n c d i a  conferences. T h e  proceedings from 
these c o ~ ~ f e r c n c c s  pro\ride a comprclicnsi\~c record of 
the ad\~anccs lnadc o n  a year-to-year basis. In  additioll, 
both the Tnstitutc o f  Electrical ,lnd Electronics 
Engineers ( I E E E )  d ~ i d  ACM rcg~~larl!. pi~blisli i s s ~ ~ c s  
devoted t o  multimedia. These special issues contain 
re\+\\, papers with sufficient tcclinical details.!" 
Finally, an escellcnt boolc o n  the subject ofvideo coln- 
pression is the recently published Diiqi /~ / lPic~~l lrn  (scc- 
o11ci edition) by Arun Netr,lvali and Barry Haskel h o ~ n  
P l c ~ i i ~ r n  Press. 

Conclusions 

We 1m.e slio\\in ho\v p o p u l ~ r  video compression 
schemes arc composed o f  'In interconnection o f  dis- 
tinct fi~nctional blocks put  togctlicr t o  mee t  specifccl 
design objecti\rcs. T h c  objecti\rcs arc almost al\vays set 
by the target applications. We lia\~e demonstrated that 
tile \ridco rendering su bs!stem is an  i ~ n p o r t a n t  compo-  
nent  o f  a complete pl~ybacl t  so lu t io~l  and prcscntcci 
a novel algorithm for mapping out-ofirange colors. 



We described the design of  our  sofnvarc arcl i i tcct~~re 
for video compression, decompression, and playback. 
This architecture has been successfi~lly iniplementeci 
over multiple platforms, including the Digitill IJNIX, 
the OpenVMS, and Microsofi's Windows N'I' operat- 
ing systems. Performance results corroborate our 
claim that current processors can adequately handle 
playback ofcompressed video in real tinie \\/it11 little or  
110 hard\vare assistance. Video compression, o n  the 
other hand, still requires some hard\varc assistance for 
real-time perforlna~lcc. We believe the \ \~ idespred  use 
of  video on the desktop is possible i f  high-cluality 
video can be delivered econoniically. By providing 
software-only video playback, we have taltcn n step in 
this direction. 
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Integrating Video 
Rendering into Graphics 
Accelerator Chips 

The fusion of multimedia and traditional com- 
puter graphics has long been predicted but has 
been slow to happen. The delay is due to many 
factors, including their dramatically different 
data type and bandwidth requirements. Digital 
has designed a pair of related graphics accel- 
erator chips that integrate video rendering 
primitives with two-dimensional and three- 
dimensional synthetic graphics primitives. The 
chips perform one-dimensional filtering and 
scaling on either YUV or RGB source data. One 
implementation dithers YUV source data down 
to 256 colors. The other converts YUV to 24-bit 
RGB, which is then optionally dithered. Both 
chips leave image decompression to the CPU. 

The result is significantly faster frame rates 
at higher video quality, especially for display- 
ing enlarged images. The paper compares the 
implementation cost of various design alter- 
natives and presents performance comparisons 
with software image rendering. 

I 
Larry D. Seiler 
Robert A. Ulichney 

For years, the computer i~idustry confidently predicted 
that ubicl~~itous, integrated multimedia computing \\,as 
just a ro~~ncl  tlic corner. Aficr n number of dela\.s, tliis 
computing c~i\.i~-onmcnt is finall!, a reali~z. It is no\\. 
possible to ~ L I ! ,  personal computers (1'Cs) 2nd \\,ark- 

stations tlint combine audio processing \\lit11 rc.11- tinic 
display and manipulation of video o r  otlicl- sampled 
data, though usuall!. \\fit11 significant limitations. 

For the most part, the industry has followed one of 
nvo paths to acliic\;c real-time video processing. O n  one 
path, video features arc implc~i~cntcd almost cntircly in 
soh\larc. When applied to the display of mo\,ing 
images, this approach  p pic ally resi~lts in a colnbination 
of lo\\, resolution, slo\\, ~~pciatc times, 2nd smull images. 

The altcrnati\.c Iins bccn to achic\.c p o d  \,icico 
image display pcrfi)~*mnncc b!, adding a scpar'itc \.idco 
liard\rnre option to a I>(.:. Image display is intcgratcd 
in the box and o n  the scrcc~l but is distinct 6-om the 
hardware that implements traditional synthetic graph- 
ics. Frrcluently, tliis design forccs pcrfor~nancc com- 
promises, for example, by limiting the n~rmbcr ofvidco 
inlages that can appear at the sanie time or by lirlliting 
the interaction of  imagcs \\lit11 the win do\\^ systcln. 

Rcccntly, t\vo key cnabling tcclinologic~ lia\.c coln- 
bined to maltc n bcttcr soliltion possible. Ad\,anccs in 
silicon teclinolog~, c ~ ~ n b l c  lo\\,-cost graphics controller 
chips to bc designed \\.it11 a significant number ofgatcs 
dedicated to supporting multimedia features. 111 addi- 
tion, the pcriphcl-al colnponcnt interconnect (I'CI) bus 
pro\sidcs high-band\vidtli, peer-to-peer communica- 
tion bcn\,ccn the CPU, the main memory, and option 
cards. Peak band\\.idth on the standard 32-bit PC1 bus 
is 133 mcgahyrcs per second (MR/s), and  hiphcr- 
perfornia11cc \versions arc also a\,ailable. Good l'(:I 
inlplcmentations can tl.ansfcr scq~~cntial  data at 80 to 
100 MB/s. Ecl~~alljr impor ta~~t ,  rhc P(:I LXIS allo\\s mill- 
timedia solutions to be incre~~~cntally built LIP fiom a 
software-only in~plcmc~ltat io~i through \.nrio~~s Ic\.cls 
of hard\vare s11plx)rt. The 1 ~ , 1  . l l l l / r i r7 la / i~1  Dc~sig~l 
Giricle describes this incrcmcnral approach and also 
pro)vides stilndards for l;itc~icy and video data f)rmats.' 

This paper dcscribcs n Digital engineering project 
\vhosc goal \\*;is t o  combinc \,idco rendering features 
and t~-aciition,ll s!,ntlictic gruphics into '1 unifcci gmpli- 
ics chip, yielding lligli-q~~,llit!~, ~.cnl-time jn~agc ciispl;l\' 
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3s part o f  the b ~ s c  g~.aphics option at  ~ninim'il estr<l 
cost.  This project resultcd in n\ ,o  cliip implemcnt'l- 
tions, each \\,it11 its o\\'11 \,,lriatio~i o f  the smnc 17;1sic 
design. Tlic TGA2 chip \\,as dcsigncd in the Work- 
systems G r o u p  for use in 1Digital's Po\\ierStorrn 3 D 3 0  
and Po\\,crStorm 4 D 2 0  grdpllics options. T h e  Lhggcr  
chip (I>E<:chip 2 1 1 3 0 )  \\,as dcsigncd in the Silicon 
Engineering G r o u p  t o  rn,ltcll the needs o f  the PC: mar- 
Itct. T h e  TGA2 and Duggcr chips arc PC1 bus m,lsters 
anci cdn ,lccept \.idco datn fi-om cithcr the host C P U  o r  
other  \.idea hard\\,urc o n  the 1'C:I bus. 

Tlic basic blocl< diugrani o f  tlic n\,o chips is illus- 
tratcti in Figure 1. 1Y:I coliimands are interpreted as 
cithcr direct memory 'icccss (1)lMA) requests o r  draw- 
ing commands, \\~liicli the pixel engine block con\,crts 
t o  fra~iic b ~ ~ f f c r  I-cad anci \\,rite operations. Alternatcl!., 
I'CI c o ~ n m a n d s  can dircctl!, 'icccss the frame buffer o r  
the \.idco graphics frr.l!, (\iGr\) J I I ~  lW\lIDA(: logic. 
I n  the Dagger chip, the VC;A ancl IWMDAC: logic is 
on-chip; in the TGA2 chip, this logic is implcmcntcd 
off-:chip. Most  o f  the vicico rcndcring logic is contained 
in the p i x 1  engine bloclt; the c o m ~ i i ~ i n d  interpreter and 
I>MA engine bloclts require solnc additional logic t o  
supl.x)rt \zideo rcndcring. 

Thc  follo\\zing sections describe thc capabilities, costs, 
.111cl trade-offs of  the \.idco rendering fear~lrc set as 
implcmcntccl in the Dagger ,lnd TG.42 graphics cl~ips.  

Defining a Low-level Video Rendering Feature Set 

T h e  key cluestion \\~Iicll integrating multimedia into 
a tl-uditional s!~ntlictic gr,~phics chip is \\~liicli features 
shot~lci be implemcntcci in liard\\,arc and \\~hich s l ~ o ~ l l d  
be left in sofi\\.arc. A cost-cffe:ti\.e design c.innot 

PC1 BUS 

include enough  g ~ t c s  t o  implement e\.cr!, feature o f  
interest. I n  addition, time-to-market concerns d o  no t  
allo\\, all f e ~ t ~ ~ r c s  t o  be designed into the hard\\,arc. 
Therefore, it is essential for designers t o  define the pri- 
mary trade-off hct\\~ccn features tliat can be c ~ s i l y  :i~id 
efkct i \~ely implcmcntcd in liard\\,a~-c and those that 
can he Inore e~sil\c implemented in s o h \ , a r c  \ \~ i thout  . - 
compromising pcrtbrmance. 

For  the Dagger a ~ i d  TGM graphics chips, O L I ~  basic 
decision \\,as t o  Ica\rc image compression and dccom-  
pression in sofi\\,arc and put all pisel processing opera- 
tions into liard\\,:irc. This approach lcts soft\\r,lre clo 
\vIiat it does bcst, \\~liich is perform complcs control o f  
rclati\iely small amounts  o f  data. I t  also lcts hard\\,are 
d o  \\,hat it docs bcst, \\,liich is process large 'imounts o f  
data \\,here tlie control is relati\,ely simple and is indc- 
pendent  o f  the d ~ t ~ .  Specific~ll!., j ~ i  these t\\,o graphics 
chips, irnage scaling, filtering, and pixel format con\,er- 
sions are all performed in hard\\rarc. 

Performing the scaling in hard\varc greatly reduces 
the  amount  o f  data tliat the soh \ ,a rc   nus st process and 
that must be tmnslnittcd over the PC1 bus. For csam- 
ple, a 320-by-240-pixel image represe~itecl \\lit11 16-bit 
pixels recl~~ircs  j~ l s t  1501< b!,tcs. €\.en at 3 0  ti-amcs per 
second ($s),  transmitting an image o f  this size c o n -  
sumes about  5 percent o f  the a\,'~ilablc bancl\\.idtli o f  

good  PC1 bus inlplcmentatio~i.  This ti;ita c o ~ ~ l t i  be 
displayed as a 1 ,280 by 9 6 0  array o f  32-bi t  pixels for 
display, which \ \ , o ~ ~ l d  LISC mol-e than SO percent o f  tlie 
PC1 bus hand\\~idth,  if the  scaling and pixel f lxmat  
con\lersion occurs in sofi\\lare. 

O n e  data-intcnsi\rc operation that \vc chose no t  t o  
implement in hard\\,are is \,idea input .  l3csigncrs \ \ , i l l  
need t o  revisit this decision \\,it11 each nc\\, generation 
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o f  graphics chips. For  the current  gencr'i t io~l,  we 
decided t o  recluirc the use o f  a separate video input  
card for the  subset o f  systenis that recluire video cap- 
ture. We decided not  t o  include video capture support  
in the  Dagger  and TGA2 chips for two basic reasons. 
First, current application-specific integrated circuit 
(ASIC) t c c h ~ l ~ l o g y  \ v o ~ ~ l d  have allowed only a p,irti,ll 
solution. We could have pu t  a video i ~ i p u t  por t  in 
hardware but  could not  h'l\~e supported the c o ~ n p l e x  
operations needed for imdge compression. 

T h e  second reason stems fro111 a market issue. Video 
display is rapidly becoming ubiquitous, just as mice 
and niultiwindow displays have become commonplace 
for interacting ~ ~ i t l l  1'Cs and ~vorltstations. It  is no\v 
practical t o  support  high-quality, real-time vidco dis- 
play in the base graphics chip. Ho\\~c\icr,  the m,irket 
for video input  stdtions is still much s~iiallcr than the 
market for video display stations. When tlic size o f  
the video input  station niarltet is large e n o ~ ~ g l l ,  ~ n d  the 
cost o f  integrating video input is sn1'1ll enough ,  sup-  
por t  for video input should be added t o  the base 
grapliics chip. 

Video Rendering Pipeline 

This  section describes the stages o f  video rcnder- 
ing that are implemented in the Dagger  and  TGI-U. 
graphics chips. These stages are pixel preprocessing, 
scaling and filtering, dithering, and color conversion. 
I n  some cases, such as scaling and filtering, the  nvo 
imple~nentat ions are practically identical. I n  others, 
such as color conversion, dran~atically different imple- 
mentations are i ~ s e d  t o  address the differences in 
recluirernents for the t\vo chips. 

Pixel Preprocessing 
T h e  first stage i l l  the  pipeline inputs piscl data and 
converts it into a standard form t o  be used hy the rest 
o f  t h e  pipeline. This involves bo th  co~iver t ing  input  
pixels t o  a standard format and prc t rans l~ t ing  piscl 
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valucs o r  color component  values. Tlic 17agger and 
TGA2 chips use 1)MA over thc PC1 bus t o  read packed 
arrays o f  pixcls from memory. 
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Pixel Format Conversion ~Multimcciia i ~ n ~ g e s  are typi- 
cally reprcscntcd in YUV format, \vllcrc the L'channel 
specifics luminance a ~ i d  the l l  L~ncl I 7clianncls rcpre- 
sent cliromin,lncc. M e r  the <:l'L' has ciccompresscd 
the source image into arrays o f  ): I . ,lnd I 'pixel \.alucs, 
this data is tmnsmittcd t o  the grapl~ics  chip in o n e  o f  
a 11umbcr ofstandard formats. Altcl-natcly, images may 
b e  slxcificd as rcd/green/blue (I1GI3) triples instead 
o f  YUV triplcs, o r  as a single indes value that specifies 
a color horn a color map random-access memorJ1 
(RAM) in tlic video logic. T h e  I C Y  , l / l~ / / / i i t~c~~l ic~  DesQ<i/ 
C~lidespecifies man!! standard pixel formats.' 

Figure 2 slio\\,s some o f  the input pixel formats that 
are s ~ ~ p p o r t c t l  in the Dagger ~ n d  T G A 2  ~ I - ; I P I I I C S  cliips. 
T h e  YUV for~ua ts  o n  the left allocate 8 bits for each 
channel. I-he upper format o f t l i e  four ~ ~ s c s  3 2  bits per 
YUV pixcl ;lnd is cdlled YUV-4:4:4+11.' Tlic alpha field 
is optional and is n o t  used in the Dagger ;ind TGA2 
chips. Alpha valucs are used for b lcnd i~ lg  operations 
with partially transparent pixcls. An alplia \,slue o f z e r o  
reprcscnts a h~ll!ftransparent piscl, 'ind thc r n a s i r n l ~ ~ n  
valile reprcscnts a filll!~ opacluc pixcl. 

T h e  rcm:ii~ling tlhrcc YUV form'lts spccifi, .I separate 
l - \ v t l ~ ~ e  pcr pixcl but subsamplc the I ;  .lnd I ' \ rn l~~es  so  
that a pair of  piscls shares the sa17ie I1 a~ii l  1 '\.slues. Most 
YUV comprcssio~i schemes sitbs.iniple tlic chrominancc 
channels, so  this approach does not  represent any loss o f  
data tiom thc dcco~npressed iningc. Since the human 
visual system is more sensitive t o  cli,lngcs in lumi~iancc 
than t o  changes in chrominancc, for natul~ll in~ages,  I 
and [,'can be s~~bs'lrnpled \\.it11 little loss ofim'lge quality. 

T h e  thrcc 16-bi t  YUV fbrmnts represent t l ~ c  ~ i l o s t  
common orxicrings for c l i r o r n i ~ l , u i c c - s ~ ~ I ~ s a n ~ ~ ~ I c ~ l  YUV 
valucs. 171?c littlc-cndian and gib-cndinn orclcrings are 
called YUV-4:2:2 . '  T h e  little-cndian ordering is 
the o rder  t l ~ l t  is typically p r o d ~ ~ c c d  o n  tlic I'CI bus 
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by a little-endian machine. The gib-endial] ordering is 
produced on the P(:I bus by a big-endian ~nacliine 
that converts its data to  little-endian ordcr, as required 
fi)r transfer across the I'<:I bus. That operation pre- 
serves byte ordcr fix %bit and 32-bit data types but 
not for 16-bit data types like this one. Finally, the big- 
cnclian byte orclering is i~scd by  some video rendering 
sohvare and hard\\,iirc options. 

The RGB formats on the right side of Figure 2 allo- 
cate varying n i ~ ~ n b c r s  of bits to the rcd, green, and 
blue color channels to produce 8-bit t o  32-bit pixels. 
To achieve acceptable appearance, 8-bit l<GR requires 
high-quality dithering, such as that pro\lided by 
the AccuVideo ditlicri~lg tcchnolog!l contained in tlie 
Dagger and TGA2 chips and described later in this sec- 
tion. Thirty-two-bit 1<Gl3 has all optional alpha chan- 
nel that is not i~scd in the Dagger and T G U  chips. 
Some hardware uses the held for control bits o r  over- 
lay planes instead o f k ~ r  the alpha value. Two different 
16-bit RGB formats arc CC>I~IIIIOI~. One  h r m a t  pro- 
vides 5 bits per color channel and a single alpha bit that 
inciicatcs transparent or  opaclile. TIic other format 
provides an extra bit ti)r the green clianncl, since tlie 
eye is more sensitive to green than to  red or  blue. 

Finally, 8-bit indexed format is shown at the bottom 
of  Figure 2. This fi>rnmat is simply an 8-bit value that 
represents an index into a color map. Dagger has an 
ilitcgral color map dnd digital-to-analog converter, 
\\~hcrcas TGA2 requires an csternal RAA/lL)AC chip to 
ptx)\,ide its color map. Tlic 8-bit i~ldesed format can 
represent an indcxccl range ofvalues o r  sirllply a collec- 
tion of independent values, depe~lding on the needs 
of the application. In  the Dagger and TGA2 chips, the 
8-bit indexed format is processed by being passed 
through the I'channel. 

Once i ~ i  the pipeline, the pixels arc converted to 
a standard format consisting of thrcc 8-bit values per 
pixcl. The three values represent RGB or  Y UV compo- 
nents, depending o n  the original pisel h rma t .  If  
the original field contains fewer than 8 bits, fix exam- 
ple, in tlie 8-bit KG13 forniat, then tlie available bits are 
rcl.>licated. F i g ~ ~ r e  3 sIlo~\rs the expansion o f  LlGB 
pixels to 8/8/8 RG1% format. Replicating thc available 

bits to fill low-order bit positions is preferable to f i l l -  
ing the low-order bits wit11 zeros, since replicatioll 
stretches ou t  the original range of values to  include 
both the lowest and highest values in the 8-bit range, 
with roughly equal steps between them. 

Adjust Look-up Table I n  the TGA2 chip, a 256-entry 
look-up table (LUT) may be ~ ~ s e d  during pisel prcpro- 
cessing. Figure 7 (discussed in the section Color 
Conversion Algorithms) shows this table, callcd the 
adjust LUT, in the TGA2 pipeline. This table supports 
two different data conversions: luminance adjustment 
and color index con\~ersion. The adjust LUT is not 
available in the Dagger chip because it requires too 
many gates to meet tlie chip cost goal for Duggcr. 

Luminance adjustment is used with YUV pixcl for- 
mats. When this featurc is selected, the 8-bit Yvalue 
from the input pixel is used as an index into the adjust 
LUT. The 8-bit value read frorn the table is used as Y 
in the nest pipeline stage. Proper prograniming of tlie 
table allouls arbitrary luminance adjustment ti~nctions 
to be performed on tlie input Y value; brightness and 
contrast co~ltrol  are typically provided through this 
n~echanisnl. Standards for digitally encoding video 
speciFy limited ranges for the -I and Vvalues, largely 
to prevent analog noise from creating out-of-range 
\lalucs.'A particularly inlportant use of this I~~minance- 
adjust feature is correcting the poor contrast that 
\vould otherwise result from this range limitation. 111 
this case, the adjust LUT may be used to  remap the Y 
valucs to cover the hll range ofvalues froni 0 t o  255. 

Another desirable feature is chrominance adjust- 
ment, under which the (1 and I.' values are also arbitrar- 
ily remapped. 'The J300 provides this feature; however, 
TGA2 does not, for t\vo reasons.Tirst, clironiinance 
adjustment is required less oken than luminance 
adjustment and can be emulated in sohvare tvlicn the 
feature is required. Second, chrominance adjustment 
consumes a significant amount of chip area-either 2K 
or  4 K  bits of memory, depending on whether IJand 1.' 
i~sc  the same table or  different tables. In this genera- 
tion of graphics chips, the feature could not bc justi- 
fied in the TGA2 chip. The Dagger chip, which was 
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intended for lo\vc~--cost s!~stc~iis, i nc l~~des  ~ieitlicr 
chrorninancc nor luniinancc adjust LUTs. 

The other use for tlie adjust LUT in tlie TGA2 chip 
is for color index conversion. This operation can be 
performed when the input piscl format is 8 bits \vide. 
In this case, the 8-bit input pisel is used as an index 
into the table. The resulting value is used as the 
Y:channcl value in the rest of the pipeline, and the Il 
and Vchan~iels are ignored. Later in tlic pipeline, the 
color conversion stage is skipped, and thc Vchanncl 
value is used directly as the resulting $-bit pixel value. 

Color index conversion is an operation that is 
particularly dcsirablc \vlien using tlie Windows NT 
operating system. Typically, 8-bit screen pixels are 
converted to displayed colors by means ofa color I,UT 
in the back-c~id video logic. Under tlic S Windo\\. 
System graphical windoiving cn\lironmcnt, tlie map- 
ping betwce~l an index and its color can be changed 
only by the application. Under the Windo\vs NT oper- 
ating s!atcm, Iio\ve\ler, the mappings may change 
dynan~ically. Therefore, an application that lias stored 
an image as 8-bit index \.slues will need to remap those 
index \ralucs bcforc copying it to tlie screen. Tliis con- 
\/ersion call be done in sohvarc, hilt it is faster and 
simpler to L I S ~  the adjust LUT in the 'l'GA2 chip toper-  
form the rcniapping. 

Scaling and Filtering 
111 the ncst stage in the rendering pipeline, the chip 
pcr'fonns scaling and filtering. The l3aggcr and TGA2 
chips support one-dimensional (1-13) scaling and fi lter- 
ing in hardware. Limiting the chips to 1 -D tiltering sig- 
nificantly simplifies the chip logic, since no line bufkrs 
are needed. Somewhat higher-quality images can be 
achie\ieci using two-dimensional (2-1)) f ltering, but 
tlic difference is not significant. Tliis tiiffcrcncc is fur- 
tlier redi~ced by tlie Acc~rVideo dithering algorithni 
that is implcmcnted by the Daggcr and TCX2 chips. 
T\vo-dimensional smoothing filters can be supported 
with added sohvare processing, if required. 

Bresenham-style Scaling Image scaling in the Daggcr 
and TCA2 chips uses pixel replicatio~i but is not lim- 
ited to  integer multiples. Instead, images can be scaled 
ti-om any integral source width to any integral desti- 
nation width. Scaling is irnplemcntcd through an 
adaptation of the Bresenham line-drau.i~ig algorithln. 
A complete description of this Rrcscnliam-style scaling 
algorithm appears in "Bresenham-style Sc~ling"; the 
follo\ving paragraphs provide an outline of the algo- 
rithm, \.vIiich is the same scaling algorithm used in the 
J300 family of adapters.'.+ 

The Brescnliam scaling algorithm \vorks like the 
Rresenham line-drawing algorithm. Suppose are 
drawing a l i~lc from (0,  0)  to (10, 6) ,  so that dx = 10 
and c!l) = 6. This is an X-major line; that is, the lint is 
longer in the X di~nension than in the I'dimension. 

The Rresenlia~ii algorithm d r a w  this \.cctor b!, initial- 
ixi~ig an error term and thcn increrncnting it c l s  times, 
in this example, 10 timcs. Each timc the algoritlim 
increments tlie tcrm, a pixcl is dra\vn. The  sign of  
tlie error term dctcrmincs \\lhcthcr to find tlie nest 
pixel position by stcpping to  the right (incrementing 
tlie X'position) or  by stcpping diagonally (increment- 
ing botli S a n d  1'). Thc error tern1 is incrcmc~ited in 
such 3 \\/a)! that as tlie X'position is incrcmcnted 10 
times, the ).' position is incremented 6 timcs, thus 
drawing the desired vector. 

For Bresenham scaling, LLY represents tlie width of 
tlie source image, and LIY represents the \vidth of the 
destination iniage o n  tlie screen. \l\~Iic~i reducing 
tlic size of the sourcc i~iiage, ch is greater tlia~i ((11 uld 
the error terms anti incrcments are set up in the same 
way as the X-major Rrcscnlia~n liric dra\\.ing, as 
described in thc prcvious paragraph. O ~ i c  source pixel 
is processed each timc the error tcrm is incrcmcntcd. 
When Rresenhani's line algorithni indicates a stcp in 
tlie Xdi~ilension onl!,, the source pisel is sliipp~cl. PVlien 
the algorithm indicutcs a step in both the .Y and tlie Y 
dimensions, the source pisel is \\.ritten to the dcstina- 
tion. As a result, exactlyd.s soi~rce pixels arc processed, 
and exactly 4 1 1  of them arc drawn to the screen. 

Enlarging an image works in a similar hsliion. For 
example, consider a sourcc image that is narro\ver than 
the desti~~ation iningc, that is, d.s is lcss than LI),. Tliis 
is cclui\ralcnt to tir,n\.ing a )-niajor Krcscnliam line ill 
\vliicli the error tcrm is incre~iientcd c/ll timcs and the 
X'dimension is incrcmcntcd cixtimcs. The scnling algo- 
rithm draws a source pisel to the destination at each 
step. If the line-drawing algorithni incrc~ncnts only i l l  

tlic l'dimensio~i, it rcpcats the current pixcl. If the line- 
dru\\ring algoritlim incrcments in botli thc .\'and tlie Y 
dimensions, it steps to and displays the ncst source 
pixel. Consequcntl~; the c h .  source pixels arc replicated 
to yield 41~destination pixcls, thus c~llarging the iniage. 

The Bresenham line-drawing algorithm lias two 
nice propertics tliat arc shared by the l3rcscnliam scal- 
ing algorithm. First, it rcquires n o  divisions to com- 
p ~ ~ t c  the error increments. Second, it pro~iiiccs lines 
tliat are as smooth as possible, given the piscl grid. 
That is, fbr an ,Y-major line, each of tlic 11,s pixcls has 
3 )'position that is the closest pixel to tlic intersection 
of its X position with the real vector. Sinlilarly, the 
Rrescnham scnling algoritl~m selects pixcls tliat Iia\re 
the inost even spacing possible, givcn the piscl grid. 

Just as lines can be clra\\(n from lefi to riglit or from 
right to  left, i~iiagcs can be drawn in cithcr direction. 
An image dra1j.n in one direction is tlie mirror image 
of  the image dra\\.n in the other dircctio~i. Mirror 
imaging is sonictimcs ~rscd in teleconferencing, so that 
users can lool< at thcmscl\~cs the \\,a)! the!( normall!) see 
thcmsel\~es. Simil.lrly, images can he turned ~ ~ p s i d c  
do\r,n by simply drawing to tlie display from bottom 
to top instead of fi-om top to bottom. 
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Scaling in the ) 'di~nension is performed similarly 
to X-dimension scaling. O n  the T'GA2 chip, scaling 
is perfornied in soft\varc instead of  in hard\vare: the 
software i n c r c ~ i i ~ ~ l t s  all error term to decide \ \~l~ctl ier  
to skip lines (for reducing) or  repeat lines (for enlarg- 
ing). This is acccptablc because the <:PU has plenty of 
spare cycles to pcrfi)rm the scaling computations while 
the algorithm draws tlic preceding line. The Dagger 
chip supports 1'-clinicnsion scaling in hardware to 
reduce the ~ ~ i ~ ~ n b c r  of conl~nands tliat are 11eeded 
to scale an image. 

Smoothing and Sharpening Filters Like the 7300, tlie 
Dagger and TGA2 chips provide both smoothing and 
sharpening filters. Table 1 sho\\,s tlie available filters. 
All are three-tap filters tliat are inespc~isivc to  i~iiple- 
lnent in hard\varc. The smoothing filters are ~ ~ s e d  to 
impro\,e the cluality of scaled images. Tlie sharpening 
filters pro\-ide edge enhancement. The n ~ ~ o  filters 
marked \vitIi asterisks ( * )  arc a\railablc only on the 
TGA2 chip. The others are a\railablc 017 both the 
Dagger and the TGA2 chips. 

The three ro\\Is of Table 1 show three levels of 
sniootliing and sharpening filters that can be applied. 
The degree of smoothing a~nd sharpening niay be 
selected separately. Tlie first row sho\vs the id en ti^ 
filter. This is selected to disable smoothing or  sharpen- 
ing. The second and third roars show three-tap filters 
that perforni a moderate and an aggressive degree of 
smoothing or  sharpening. 

Note that wlicn using the aggressive s~noothing 
filter, the center clement does not contribute to  the 
result. This filtcr is intended for postenlarge- 
ment smoothing \\,hc~i tlie scale bctor is large. Since 
enlargement is perfomled by replicating some of  the 
pisels, the center of  any span of  three pixels will be 
identicdl to one of its neighbors when scaling up by 
3 fictor of n\,o or Inore. As a result, the center pixel 
affects the resulting image, since it is replicated either 
to the Icfi or  to  the right. The (1/2, 0, 1 / 2 )  filter 
affords the greatest degree of smoothing that can 
be acliic\,ed ~ i t l i  ;I tlirce-tap filter. 

These filtcr f~nc t ions  are simple to implement in 
hardu~are. The implementation requires storing only 
the two preceding piscls and performing from one to 
three addition or subtraction operations. The sliarpen- 
irig filters require an additional clamping step to  

Table 1 
Smoothing and Sharpening Filters 

Degree of 
Smoothing Filter Filtering Sharpening Filter 

- 

(0, 1.0 )  Unfiltered (0, 1, 0) 
('14, '12, 'la)* Moderate ( -lIz, 2, - I 1 4  
('12, 0, llz) Aggressive (-1,3, -I)* 

* Available only on the TGA2 chip 

ensure that the result is in the rungc O to  1. Better fil- 
tering functions could be obtained by  sing five tlips 
instead of tlircc taps but only by signifcantlv increas- 
ing the logic required for filtering. 

Pre- and Postfiltering The ordcl- in \\.liich filters arc 
applied depends on whether the image is being 
enlarged or  reduced. When rcducing an image, the 
Rresenhani scaling algorithm eliminates pixels from 
the source image. This can result in sc\'ere aliasing arti- 
hcts unless a smoothing filter is applied before scaling. 
Tlie smoothing filtcr sprcacis out the colitribution of 
each source piscl to adjacent source piscls. 

When enlarging an image, the smoothing filtcr is 
applied after scaling. This smootlics ou t  the cdgcs 
between rcplicatcd bloclts of piscls. Thc s~-nootliing fil- 
ters eliminate the block effect entirely \\,hen enlarging 
up to nvo times the source image sizc. The AccuVidco 
dithering algorithm also contributes to smoothing out 
the edges bcnvecn blocks, h o t h e r  \\lay to smooth out 
the edges is to use liiglier-order interpolation to find 
destination pixel values. Such methods recli~irc niorc 
logic and d o  not neccssaril!l produce a better-looki~lg 
result, particularly for modest scalc hlctors. 

If sharpening or  edge enha~iccmcnt js desired, n 
sharpening filtcr is used in addition to  \\.hatever 
smoothing filter is selected. For reducing an image, 
the sharpening filtcr is applied aficr scnling-sliarpcn- 
i ~ i g  an image before reducing jts sizc ivoi~ld only csag- 
gcrate aliasing effects. For enlarging an iniage, the 
sharpening filtcr is applied before scaling-sharpenilig 
an image aFter enlarging its size \\.auld only a~iiplifi, the 
edges bet\\,ccn blocl<s. As a rcsult, \\,lien both sliarpen- 
ing and smoothing filters are used, one is appliccl 
before scaling and the other is appliul atier scaling. 

AccuVideo Dithering Algorithm 
AccuVideo dithering technology is lligital's propri- 
etary high-quality, liighl!. efficient method of  rendcr- 
ing video \vitli an arbitrary n i ~ ~ n b c r  of n\,ailable colors. 
Included is YUV-to-RGB conversion, if necessary, 
\\,it11 careful out-of-bounds color mapping. The gcn- 
era1 algorithm is described in nvo other papers in this 
issue of the./orir.~ral, \vhich discuss the implementation 
of the 1300 \ridco adapter and soft\\,arc-only \,idco 
players."." In the chips described in this paper, \\.e sini- 
plified the general implementation of  the AccuVidco 
technology bby setting constraints o n  the number of 
available colors. 

Review of the  Basic Algorithm Tlie dc\clopnient of 
the general mean-pre~er\~ing m~~l t i le \~el  dithering 
'llgorithn~ is presented In "Vidco llcndering," rr,Ii~cli 
appears in .In earlier issue of the ,/oirt.riul." F~gurc  4 
illustrates the theoretical dcvclopment of the f i~n-  
damental algorith~n for dithering a siniple compon- 
cnt of a color image. As stdted i n  tlie earl~er p.lpcr, 
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R-BIT 

Figure 4 
Multilevel Dithering Algorithm Used in the J300, with the Gain 

a mean-preserving dithered output level L,, can be pro- 
duced by quantizing the sum of  an element from a 
normalized dither array and an input level L i  by simply 
shifung the sum to  the right by R bits. This simplified 
quantizer, that is, a quantizer with step size A* = 2', 
is possible only if the range of i n p ~ ~ t  to the adder Li, 
o r  the nu~nber  of input levels Nj, is properly scaled by 
a gain G. In the J300 and soh~are -on ly  implementa- 
tions, C i s  included in an adjust LUT. In Figure 4, we 
explicitly separate G from the adjust LUT. The adjust 
LUT is optionally used to  control characteristics such 
as contrast, brightness, and saturation. 

The components of this dithering system can be 
designed by speci@ing three parameters: 

1. N,, the number of  raw input levels of  the given 
color component 

2. 4,, the number ofdesired output levels 

3.  6, the width of the adder in bits, and the lluniber of 
bits used to represent the input levels 

Using the results from the multilevel dithering algo- 
rithm, the number of bits to be right-shifted is 

A'= int { log, (;>I:)} - - 

and the gain is 

where 

The effect of the gain is multiplicative. That is, L, = L,. 
X C, where L,. is the raw input Icvel. In the absence of 
an adjust LUT, this multiplication must be explicitly 
performed. 

Simplified Implementation of Gain In the above sum- 
mary of the basic dithcring algorithm, the values of N, 
and N,, can be any integer, where N,. > N,. Consider 
the important special case of  restricting these values to 
be powers of two. Introducing thc three integersp, q, 
and z, we speci$ that N;. = 20, A{, = 2(1, and b = p  + z, 
\vllere z i s  thc iluniber ofadditional bits used to repre- 
sent Li over L,.. z > 0 guarantees that IV, > N,, thus 
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Function Separated from thc Adjust L U T  

ensuring that all the raw input levels will be distin- 
guished by the dthering system. z = Ocauses N, < N,. 
This situation results in some loss of resolution of raw 
input levels, because, in all cases, the number of per- 
ceived output levels from the dithering system will be 
at most IV,. 

Using this information and the expressions of  R and 
G, it is straightforward to  show that R = p - q + r ,  
and 

Further, 

A key approximation made at this point is 

Note that this approximation becomes better as the 
number of bits,p, i l l  the raw input increases. 

An approximate gain thus simplifies to 

With this value o f 2 ,  the resulting modified input levels 
will be proportionally less than ideal by a factor of 

The fact that this error is negative guarantees that 
overflow will never occur in the m~iltilevcl dithering 
system. Therefore, a truncation step is not needed in 
the implemen~t ion .  Figure 5 illustrates the imple- 
mentation of  G, which consists of  the subtraction of  
a ( q  - +bit right shih of L, from a z-bit left shift 
of  L,.. This simple "multiplier" is what is implemented 
in Dagger, TGA2, and the ZLX family of graphics 
accelerators, where the power-of-two co~istraint on 
the output levels is made. 

Consider, for example, the case where p = 8 (N, = 

256), q = 3 (N;, = 8) ,  and z = 1. From the equations 
just presented, R = 6 ,  h = 9, an! N, = 449. Although 
our approximation for the gain, G= (2  - 1/4) = 1.75, 



Figure 5 
Parallel-sliifter Iniplemcntation of tlic Gain F~lnction 

t 

is not equtl to the ideal gain, G = 448/255 = 1.757, 
the ratio G/G .= 0.996 is so close to unity that any 
resulting diffcrcnces in output are indistinguishable. 

- 

Shared Dither Matrix Another simplification can be 
made by having all the color components in the render- 
ing system share the same dither matrix. As defined in 
"Video Rendering," a dither template is an array of N, 
unique elements, with values T E  (0, 1 ,  . . ., (N, - 1) )  ." 
These elements are normalized to establish the dither 
matrix element d for each locat.ion [x, .y] as follows: 

RIGHT SHIFT 

For any real number A and any positive integer K, 
the follo\ving is always true: 

If, for each color component, N,, is a power of two, 
we can exploit this fact by storing only a single dither 
rnatrix designed for the smallest value of 4,. 
Specifically, this would be IV,, = 2'h - 'B-', where h is the 
width in bits of tlic adder and R,,, is the largest value of 
R in the system. For tlie other larger number ofoutput 
levels N,,' = 2"'-"" with smaller values of R,' normalized 
dither rnatrix values cll[x, y] can easily be derived by a 
simple right shift by (I?,,, - N') bits of the stored dither 
matrix, as shown in the following equation: 

LrT 

d l [x , . y ]  = int {: - LX:;'} 

---+ 

Since our d ~ t h e r  matrices are typically 32 by 32 in 
size, the hardwarc savings in storing only one matrix is 
significant. Also, tlic stored values can be read-only 
memory (ROM) ~nstead o f  the more costly RPuC1. 
Typically, RAM requires up to eight times the area of 
ROM in either gate array o r  custonl implementations. 

LEFTSHIFT 

Color Conversion Algorithms 
The result ofthe preceding pipeline stages is three 8-bit 
values that represent either RGB o r  YUV color clian- 
nels. Ifthis forniat is to be written to the franic buffer, 
then no further processing is necessary. If a different 
destination forniat is specified, then Dagger and TGA2 
must perform a color format convcrsion. Both chips 
use tlie sanic algorithm to dither RGR values do\vn to  
a smaller number of bits per color channel. Both chips 
allow writing W V  pixels to the frame buffer, although 
TGA2 allows the \vriting of only the 32-bit YUV for- 
mat. Finally, both chips can convert YUV pixels into 
the KGB color space, but tliey use markedly different 
algorithms to perform this con\lersion. 

Although YUV pixels can be written to the frame 
buffer in both Dagger and ( to  a more limited extent) 
TGA2, neither chip supports displaying YUV pixels to  
the screen. YUV pixels may be stored only in the off- 
screen portion of the frame buffer as intermediate val- 
ues for further processing. This is because it is far more 
efficient to convert YUV to KGB in the rendering 
stage than to perform the conversion in the back-end 
video logic. At the rendering stage, it need only bc 
done at the image update rate of LIP to 30 fps. If 
performed in the back-end video logic, the YUV-to- 
RGR conversion must also be performed at the screen 
update rate of  up  to 76 fps. This extra, higher-speed 
logic may be justified if preconverting YUV to RGB 
noticeably reduces the image quality. Given the 
AccuVideo dithering algorithm, liowe\ler, postconver- 
sion is not necessary. 

A 

RGB-to-RGB Color Conversion Even if botli tlie source 
and the destination pixel formats represent RGB color 
channels, it may still be llecessary to  perform a bit- 
depth conversion. Input pixels are expanded out to 
8 bits per color channel for processing through the 
video rendering pipeline. Destination pixels may have 
8 ,  15, 16, or  2 4  bits for KGB and so may need to be 
dithered down to a smaller number of bits per pixel. 
TGA2 also supports 12-bit I G R ,  as described later in 
this section. 

Dagger and TGA2 differ soniewhat in tlie specific 
formats that tliey support. Dagger allows writes to the 
frame buffer of 3/3/2, 5/5/5, 5/6/5, and 8/8/8 
RGB pixel formats. TGA2 supports all these as source 
pixels but does not allow writes of 5/5/5 and 5/6/5 
RGB, because TGA2 does not support 16-bit pixels in 
the frame buffer. Dagger supports 16-bit pixels 
because tliey are very common in tlic PC industry. 111 
the workstation industry, however, which is TGA2's 
market, 16-bit pixels are almost unknown. As the 
Windows NT operating system gains in popularity, this 
situation is likely to change. 

Instead of  supporting 16-bit pixels, TGA2 allows 
writes to the frame bufkr  of4/4/4 RGB pixels, with 
1 6  possible shades for each of the red, green, and blue 
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color channels. This is a standard pixel format for 
\\lorkstation grapliics, since it allo\vs nvo RGB buffers 
to be stored in the space of a 24-bit, 8/8/8 RGB pixel. 
This in turn ,illows double buffering, in which one 
image is dran~n \vliile the other i~nage is displayed. 
Double buffering is essential for animation applica- 
tions on  large screens, since the rendering logic gener- 
ally cannot repaint tlie screen fast enough to a\roid 
flicker effccts. 

YUV-to-RGB Color Conversion on the Dagger Chip 
The key design focus for the Daggcr chip was to  sup- 
port lo\v-cost gmpliics options \\.it11 t l ~ c  llighcst possi- 
ble performance and displav cluality. As a result, 
al thougl~ Dagger supports up to 32 bits per pixcl, its 
design center is fbr 8-bit-per-pixel displays. Therefore, 
the algorithm that Dagger uses for converting YUV to  
KGB produces tlic bcst possible r c s~~ l t s  gi\leii a limit of 
just 256 resultant colors. 

The resulting dithering system design is shown in 
Figure 6 .  Note that tlie same systcm is used to  dither 
both RGB data and YUV data. Because the numbcr of 
o u t l ~ t  lc\.cls for each component is al\\~;lys a po\ver 
of two, we can use the simple gain circuit of Figure 5 
and sharc thc S ~ I I I C  dither matrix by right-sliifiing its 
contents, as derived in the last section. In hardware, 
this shifting simply requires a ~iiultipleser to  select 
the   no st significant bits of the data. The dither matrix 
is 7 bits \\ride to support dithering do\vn to 2-bit blile 

\,alucs i ~ i  3/3/2 RCB, but only 6 dither matrix bits 
arc used for 3-bit output, 2nd only S bits arc i~sed for 
4-bit output. 

YUV data is al\vnys dithered to  4 bits of k'a~id 3 bits 
cdch of l iand l: An adciitional bit is pro\ridcd f i ~ r  the k' 
channel because the eye is more sensiti\.c to changes of  
intensin than to  changes of  color. These 10 bits arc 
input to a color conircrt LUT, \\,hicl~ is implemented as 
a ROM. Its contents .Ire generated b y  ,In ~lgor i thm 
with sollle out-of-bo~11ids niappi~~g.'.' Approximately 
three-k>urths of the possible combinations of YUV 
\dues  are outside the I-angc ofcolors that can be spec- 
ifcd in the RG1< color spice. 111 these cases, tlic color 
coli\,ert LUT 1<0&1 produces an liGl3 \.aluc that has 
thc same luminance but ,I less sa t~~rated  color. 

Thc color con\.crt LUT ROM represents these 256  
colors as an 8-bit index that is stored in the frame 
buffer. One additional bit per pisel in off-sc1-cc11 Inem- 
or)! specifies \vl~ich pixels result fro111 YUV co~i\~ersion 
and which arc i~sed by otlier applicatioi~s. Whcn pixels 
are read fi-0111 the frame buffer k)r display to the 
scrcen, Dagger's internal RAMl>AC reads that addi- 
tional bit per pixcl to dccicle \vIiether to map each blrte 
through a sta~idard 256-entry color map or  tlirougli J 

1ZOM that is loaded wit11 the 256 colors selected in the 
color convert LU'I' ROIM. As a result, Daggcr allo\\~s 
selection of the best 256 colors h r  YUV-to-KGB con- 
version, in addition to allon~ing color-mapped applica- 
tions to store 8-bit index \,alucs in thc fi.a~i>c buffer. 

-- 

Figure 6 
Dithcrillg .111d YUV-to-RGB Con\.crsion i n  tlic Dagger C h ~ p  
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It is ~x)ssible t o  extend this approacli t o  use morc bits 
of  dithered YUV t o  produce morc finely quantized 
RGI3 colors. T h e  size of  the required lool<-up ROIM 
qc~icl<ly gets o u t  of hand, Iiowever. Dagger uses n lI<- 
by-S-bit KOiVl t o  convert 4 /3 /3  Y'UV into 2 5 6  RGR 
colors. U s i ~ i g  4/4/4 Y UV \ \ , ~ L I  Id maltc t h e  ROIM five 
times larger (41< by 10 bits). To produce 4 K  RGB col- 
ors \\~ould require a ROIM \\,it11 16I< 12-bit entries. 

YUV-to-RGB Color Conversion on TGA2 T h e  TGA2 
graphics chip perf i~rnis  dithering and color conversion 
in the rc\/erse order, as compared to the  Dagger  cliip. 
In TGA2, a YUV pixcl is first converted i n t o  an RGR 
pixel a t  S bits per channel. This  24-bi t  RGK pixel is 
then either written t o  the frame buffer o r  dithered 
do\\ln to  8- o r  12-bi t  RGR before being written t o  the 
frame buffer. Figure 7 sho\\,s the dithering system that  
is L I S C ~  in tlie TGA2 cliip. 

T h e  key advantage o f  the TGA2 approach over the  
Daggcr approach is that  it allo\vs deeper frame buffers 
t o  L I S ~  higher-quality color conversion. If a 24-bi t  
frame buffer is being uscd, TGA2 allows YUV t o  be 
converted to full S/8/8 RGE. On the  Daggcr  chip, 
YUV-to-RGB conversion p r o d ~ ~ c e s  only 2 5 6  different 
colors, regardless o f  the fiamc buffer depth.  This  is 
acceptable o n  Daggcr, \\,here 24-bi t  frame buffers are 
far fi-0111 the design center. Also, the Dagger  methoci 
~ ~ s c s  fc\\,cr gates, \\:liicli is an important  consideration 
for thc cost-constrained Dagger imple~iientation. 

Another ad\l:~ntagc o f  tliis algorithm for TGA2 is 
that tlie set o f  colors used for vidco image display is the 
sa~ i ic  one  used by filll-color synthetic graphics applica- 
tions, such as a solid modeling package o r  a sc ic~ i t i fc  
\,isualization application. This allo\\ls a c o m n ~ o n  color 

Inap t o  be uscd by hotli image applications and sliaded 
graphics applications. Unlike the Daggcr  chip, TGA2 
docs no t  have a n  integrated RAI\/tDA<: anti ~ ~ s e s  a n  
external lUMl>A<:. Typical low-cost MIMI)A<; chips 
provide only o n e  2 5 6 - e ~ i t r y  color map, s o  it is impor- 
tant for TGA2 t o  ~ l lo \ \ l  i~i iage applications t o  share this 
color map  \\lit11 other  applications. 

Figure 8 illustrates h o \ \  the  TGA2 chip performs 
YUV-to-RGR color con\persion. B!, tlie st'lndard d e f  n- 
ition of tlie YUV k)rmat, the con\~crsion t o  RGB 
consists o f  a 3 -by-3  m '~ t r i s  multiplication operation 
in which three terms equal 1 and t\vo terms c c l ~ ~ a l  0.' 
T h e  TGA2 cliip performs this matrix multiplication 
using fi)ur LUTs to pcrtbrrn the  remaining f o i ~ r  multi- 
plications, together  with some adders. A final niulti- 
plexer is required t o  clamp the  resulting values to the 
range 0 t o  255 .  

T h e  TGA2 color con\,ersion algorithm has o n e  dis- 
ad\.antage: the  algorithm does n o t  handle out-of- 
range YUV \*slues as \\.ell as the  t e c h ~ i i q i ~ e  used in the 
Dagger cliip. In  Daggcr, each YU\I triple that is o u t  o f  
range has an optimal o r  near-optimal RGR trjple com-  
puted for it  and placed in the  table. With the  TGA2 
technique, the  red, green, and blue cornponcuts are 
computed separately. T h e  individual color compo-  
nents are clamped t o  the  range boundaries, bu t  if 
a YUV triple results in an out-oprange value for green, 
this cannot  ,~ffect the red o r  blue values. Lrhe result 
is some color distortion for o\,ersaturatcd images. If 
such a result c\~ould be unsatisfactory, it is necessary t o  
adjust the colors in sofnvare, e .g . ,  by reducing the sat- 
uration o r  the intensity o f  the source i~i iagc so  that 
most  YUV triples 1iIap t o  valid RGR colors. 
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Figure 8 
Y UV-to- RGB <:o~l\,crsion in the TGA2 <:hip 

Implementation Cost a n d  Performance 

Both the Dagger and the TGA2 chips have the 
design goal of integrating as many as possible of  
the J300 design features into a single-chip graphics 
and video solution. Dagger and TGA2 include dif- 
ferent features and implemcnt some common fea- 
tures in different ways because each chip focuses on  
a different market. As mentioned earlier, Dagger is a 
PC graphics accelerator chip, and TGA2 is a work- 
station graphics accelerator chip. 

Gate Cost 
Table 2 shows the number of gates required to add tlie 
various imaging operations to the TGA2 chip. TGA2 
is implemented in IBM's 5L standard cell technology. 
The video rendering logic represents less than 10 per- 
cent of the total TGA2 logic. The chip contains no addi- 
tional gates for video scaling or dithering logic, since 
nearly all the gates needed to implement those fi~nctions 
are already required in TGA2 to implement Bresenhaln 
line drauing and dithering of 3-D shaded objects. 

Table 2 clearly shows \vhy the luminance adjust 
LUT was oliiitted from Dagger. On the TGA2 chip, 
the LUT recluires more than half the total gates used 
for multimedia support. 

Display Performance 
The peak hardware performance for image operations 
on the TGA2 chip depends primarily on the internal 
clock rate, which is 60  megahertz (MHz). The TGA2 
chip is fully pipclined, so that one pixel is processed 011 

each clock cycle, regardless of the  filtering, conversion, 
or  dithering that is required. Reducing the image 
requires onc clock cycle per source pixel. Enlarg- 
ing the image requires one clock cycle per desti- 
nation pixel. Actl~al hardware performance is never 
q ~ ~ i t e  equal to peak rates, but TGA2 performance 
approaches peak rates. For example, TGA2's Iiardware 
performance limits support rendering a common 

Table 2 
Gates Used by t he  TGA2 Video Rendering Logic 

Gates per 
Number Number Total Gates 

Logic Block of Cells of Gates (Percent) 

Pixel 
Formatting 778 584 4.2 

Look-up 
Table 9,590 7,192 52.3 

Filtering 2,265 1,699 12.4 

Color 
Convert 3,486 2,614 19.0 
Miscellaneous 2,210 1,658 12.1 

Total 18,329 13,747 100.0 

intermediate format (CIF) image that is scaled up by 
a factor of three in both dimensions at over 30 +s. 

Actual system performance depends on many 
factors besides hardware performance. Typically, mul- 
timedia images are stored and transmitted in com- 
pressed form, so that display performance depends 
on the speed of the decompression hardware or  soft- 
ware. "Software-only Compression, Rendering, and 
Playback of  Digital Video" contains tables tliat show 
the performance of a variety of AlphaGencration sys- 
tems with soft\vare-only rendering and with J300 ren- 
dering hard\vare that implements hardware algorithms 
similar to those in tlie TGA2 and l l igger chips." 

Table 3 sbonls tlie results of preliminary tests of 
TGA2 video display rates on MphaStation 250 4/166 
and Alphastation 250 4/266 workstations, \vhich use 
DECchip 21064 CPUs. The table shows performance 
in frames per second for displaying the standard 
Motion Picture Experts Group (MPEG) tlower gar- 
den video clip, comparing performance tc.) soh'irare 
algorithms that use thc TGA graphics accelerator. Like 
TGA2, the TGA chip supports fast image transfers to  
the frame buffer; however, TGA does not provide any 
specific logic to accelerate video display. 

The first two lines of Table 3 slio\\/ performance 
for displaying images at their original size. Allowing 
TGA2 to con\.ert decompressed YUV pixels to RGB 
improves performance by 34 to 45 percent, depend- 
ing on CPU performance. This performance improve- 
ment drops to 18 to 2 5  when data transfer tinics arc 
included. Possibly, this gap can be reduced bp further 
coding to better overlap data transfer with Ml'EG 
decompression. Note tliat the TGA2 pcrfor~nance can 
i ~ ~ c l u d e  image filtering and a luminance adjust table 
lookup at no  loss in performance. 

The third line of Table 3 shows performance when 
the video clip is displayed at n.vo times the size in both 
dimensions. The flower garden mo\ie covers an area 
of 320 by 240 pixels, which is very small on a 1,280- 
by- 1,024-pixel monitor. Therefore, it is highly desir- 
able to display an enlarged image. I n  this case, TGA2 
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Table 3 
Frames per Second for Displaying MPEG Flower Garden Video Clip 

Alphastation 250 41166 Alphastation 250 41266 

TGA TGA2 Increase 
(f PSI (f PSI (Percent) 

TGA TGA2 Increase 
(f PSI (f PSI (Percent) 

24.7 35.8 45 Software decode rate 47.9 64.2 34 
23.1 28.9 2 5 I x  video playback rate 44.0 52.1 18 
12.7 26.4 108 2x video playback rate 23.1 44.9 95 

Source: Tom Morris, Technical Director, Light and Sound Engineering. Digital Equipment Corporation 

displays the video clip at twice the speed of the soh-  3. Color output-For the Dagger chip, allow only 
ware algorithm that uses the TGA graphics chip. The 256 output colors for YUV input [3/3/2 for liGB 
subjective difference is even greater, since TGA2 input]. For the TGA2 chip, support only RGB col- 
applies a smoothing filter to improve the quality of the ors with a power-of-two number of values in each 
resulting images. The s o h a r e  algorithm on  the TGA channel. 
chip performs n o  filtering because this \vould dramati- 
cally reduce chip performance. 

The performance data in Table 3 are for displaying 
8-bit images to the kame butlier. TGA2 is able to display 
24-bit images at the same performance, up to the 
limit of its frame buffer bandwidth. For the examples 
in Table 3, TGA2 is able to produce either 8-bit, 12-bit, 
or  24-bit images at essentially the same pertormance. 
Sofinrare algorithms \\lould experience a dramatic drop 
in performance, simply because they would have to 
proccss and transfer three times as ~nuch  data. Therefore, 
tlic TGA2 chip allows signjfcandy Ihigher-quality images 
to be ciisplayed without sacrificing performance. 

Conclusions 

This paper describes two graphics accelerator chips that 
integrate a set of image processing operations with tra- 
ditional synthetic graphics operations. The image oper- 
ations are carefully chosen to allow significantly higher 
performance with minimal extra logic; the operations 
that can be performed in s o h a r e  are left out. Both 
chips take advantage of the PC1 bus to provide the 
bandwidth necessary for image data transfers. 

The Dagger and TGA2 video rendering logic is 
based on  the AccuVideo renderjng pipeline as imple- 
mented in the J300 family of video and audio 
adapters.' The following restrictions were made to 
Integrate this logic into these graphics chips: 

1. C:olor preprocessing-Eliminate RAM for dynamic 
clirominance control. For the Dagger chip, also 
eliminate RAM for dynamic brightness/contrast 
control. 

2.  Filtering-Support just one sharpening and one 
smoothing filter (other than the identity filters) in 
the Dagger chip. For the TGA2 chip, support just 
nvo sharpening and two smoothing filters. 

The quality of  the resulting images IS excellent. The 
AccuVideo 32-by-32 void-and-cluster dithering algo- 
rithm provides quality similar to error difhsion dither- 
ing algorithms."rror difhsion is a technique in 
which the difference benveen the desired color and 
the displayed color at each pixel is used to control 
dithering decisions at adjacent pixels. Error-diffusion 
dithering requires considerably more logic than 
AccuVideo dithering and cannot be used when ren- 
dering synthetic graphics. 

The high quality of the AccuVideo algorithm is 
especially important \ \hen dithering down to  8-bit 
pixels (3/3/2 RGB). Even in this extreme case, apply- . - .  
ing the AccuVideo dithering algorithni results in 
a slight graininess but few visible dithering artifacts. 
Applying AccuVideo dithering to 12-bit (4/4/4 
RGB) pixels results in screen images that are almost 
indistinguishable from 24-bit (8/8/8 RGB) pixels. 

We plan to continue e\~aluating new multimedia 
features for inclusion in our  synthetic graphics chips. 
Areas we are investigating include more elaborate til- 
tering and scaling operations, additional types of  color 
conversion, and inexpensive ways to accelerate the 
compression/decompressio~i process. 
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I 
Lawrence S. Cohen 
John H. W i i a m s  

Technical Description of 
the DECsafe Available 
Server Environment 

The DECsafe Available Server Environment (ASE) 
was designed to satisfy the high-availability 
requirements of mission-critical applications 
running on the Digital UNIX operating system. 
By supplying failure detection and failover 
procedures for redundant hardware and soft- 
ware subsystems, ASE provides services that 
can tolerate a single point of failure. In addition, 
ASE supports standard SCSI hardware in shared 
storage configurations. ASE uses several mecha- 
nisms to maintain continuous operation and to 
prevent data corruption resulting from network 
partitions. 

The advent of shared storage interconnect support 
such as the small computer system interface (SCSI) in 
the Digital UNIX operating system provided the 
opportunity to  make existing disk-based services more 
available. Since high a\lailability is an important feature 
to mission-critical applications such as database and tile 
system servers, we started to explore high-availability 
solutions for the U N l  X c.)perating system environ- 
ment. The outcome of this effort is the DECsafe 
Available Server Environment (ASE), an integrated 
organization of computcr systems and external disks 
connected to  one or  more shared SCSI buses. 

In the first section of this paper, we review the many 
product requirements that needed to be explored. We 
then define the ASE concepts. In the next section, we 
discuss the design of the ASE components. In subse- 
quent sections, \\re describe some of the issues that 
needed to be overcome during the product's design 
and de\!elopnient: relocating client-server applications, 
event monitoring and notification, network partition- 
ing, and managenlent of available services. Further, we 
explain how ASE deals with problems concerning mul- 
tihost SCSI; the cross-orga~iizational logistical issues of 
developing specialized SCSI hardware and fir~nware 
features on high-volume, low-priced standard com- 
modity hardware; and modifications to  the Network 
File System (NFS) to be both highl!l available and back- 
ward compatible.' 

Requirements of High-availability Software 

The availability concept 1s simple. If two hosts can 
access the same clat,l and one host fails, the other host 
sliould be ablc to access the data, thus making the 
applications that use the data more available. This 
notion of loosely connecting hosts on a shared storage 
interconnect is called high availability. High availability 
lies in the middle of  the spectrum of  availability solu- 
tions, somewhere benveen expensive fault-tolerant sys- 
tems and a well-managed, relatively inexpensive, single 
computer system.2 

By eliminating hardware single points of  failure, the 
environment becomes more a~ailable. The goal of the 



ASE project was t o  achieve a product  that could be 
configured for n o  single point offailure with respect t o  
the availability o f  services. T h u s  we  designed ASE 
t o  detect and dynamically reconfigure around host, 
storage device, and network failures. 

iMany requirements intluenced the ASE design. T h e  
most o\!erriding requi ren~ent  was t o  eliminate the pos- 
sibility for data corruption. Existing single-system 
applications implicitly assumed that n o  o ther  instance 
was running o n  another  node  that could also access 
the same data. I f  concurrent  access did happen, the 
data would likely be corrupted. Therefore the preerni- 
nent  challenge for ASE Mias t o  ensurc that the  applica- 
tion \\/as run only once o n  only o n e  node. 

Another  requirement o f  ASE was t o  use industry- 
standard storage and interconnects t o  perform its 
function. This  essentially meant  the use o f  SCSI 
storage components ,  and this did pose some chal- 
lenges for the project. In a later section, we discuss the 
challenge o f  ensuring data integrity in a multihosted 
SCSI environment. Also, the limitation o f  eight SCSI 
devices per SCSI storage bus confined the scaling 
potential o f  ASE t o  relatively small environments o f  
nvo  t o  four nodes. 

Less obvious requirements affected the design. ASF, 
would be a layered product  with minilnal impact o n  
the base operating system. This decision was made for 
maintainability reasons. This  is n o t  t o  say we did n o t  
make changes t o  the base operating sjlsteni t o  support  
ASE; however, \ve made changes only when necessary. 

ASE was required t o  support  multiple service types 
(applications). Originally, it was proposed that ASE sup- 
port only the Nenvork File System (NFS), as does the 
HANFS product from International Business Machines 
C ~ r p o r a t i o n . ~  Customers, ho~\lever, required support 
for other, primarily database applications as \veil. As a 
result, the ASE design had t o  evolve t o  be more general 
with respect t o  application availability support.  

ASE \\/as also required t o  allow multiple service 
types t o  run  concurrently o n  all nodes. O t h e r  high- 
availability products, e .g . ,  Digital's DECsafe Failover 
and Hewrlett-Packard's Switchover  UX, are "hot- 
standby" solutions. They require customers t o  pur- 
chase additional systems that could be idle during 
normal operation. We felt it was important t o  allow all 
members o f t h e  ASE t o  run highly available applications 
as well as the traditional, hot-standby configuration. 

T h e  remaining requirement was time t o  mar- 
ket. IRM's HA/6000 and Sun  Microsystcms' 
SPARCc1uste1-1 p r o d ~ ~ c t s  were in the  market, offering 
cluster-like high availability. We wanted t o  bring o u t  
ASE cluickly and t o  follo\v with a t rue UNIX cluster 
product .  

O n e  last note  for readers w h o   night try t o  compare 
ASE with the VMScluster, a f ~ ~ l l y  functional cluster 
product .  ASF, addresses the  availability o f  single- 

threaded applications that require access t o  storage. 
F o r  example, it does no t  address parallel applica- 
tions that  might  need a distributed lock manager 
and concurrent  access t o  data. Another  effort was 
started t o  address the  requirements o f  clusters in the 
UNIX en\ i i ro~~nient . '  

ASE Concepts 

T o  understand the description o f  the ASE design, the 
reader needs t o  be familiar \ \~j th  certain availability 
concepts and terms. I n  this section, we  defi ne the ASE 
concepts. 

Storage Availability Domain 
A storage availability domain (SAD) is the collection of 
nodes that can access c o m m o n  o r  sharecl storage 
devices in an ASE. F i g ~ ~ r e  1 shows an example o f  a 
SAD. T h e  SAD also includes the hardware that con-  
nects the nodes such as nenvork devices and the s tor-  
age interconnects. T h e  network device can be an)! 
standard network interface that supports  broadcast. 
This  usually implies either Ethernet  o r  a fiber distrib- 
uted data interface (FDDI) .  Although the SAD may 
include many networlcs, only o n e  is ~ ~ s e d  for con imu-  
nicating the ASE protocols in the version 1 . 0  product.  
T o  remove this single point o f  failure, t i ~ t u r e  versions 
o f  ASE will allow for c o m n i ~ ~ n i c a t i o n  over ~nult iple  
networlts. Other  nenvorks can be used by clients t o  
access ASE services. T h e  storage interconnect is either 
a single-ended o r  a fast, wide-differential SCSI. T h e  
shared devices are SCSI disks o r  SCSI storage products 
like HSZ40 controllers. 

Symmetric versus Asymmetric SADs 
There  are many ways a SAD may be configured 
with respect t o  nodes and storage. In a s)lmmetric 
configuration (see Figure 1 ) ,  all nodes arc connected 
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to all storage. An asymmetric configi~ration exists 
\vhen all nodes arc not connected to all the storage 
devices. Figure 2 sho\vs an asymmetric configirration. 

'The use of as)rrnnietric configurations improves 
performance and increases scalability. Performance is 
better beca~~se  fewer nodes share thc same bus and 
have less opportunity to saturate a bus \vith I/(>. Scal- 
ability is greater because an asymmetric configuration 
allows for more storage capacity. O n  the other hand, 
asymmetric configi~rations add significant implemen- 
tation issues that are not present with s!lnimetric 
configurations. Symmetric configurations allo\\f for 
simplifiing assumptions in device naming, detecting 
net-work partitions, and preventing data corruption. 
By assuming fi~lly connected configurations, we were 
able to simplifi the ASE design 2nd increase the 
sot'nvare's reliability. For these reasons, we chose to 
support only syn~metric configurations in version 1.0 
ofASE. 

Service 
\Vc L I S ~  the term sewice to describe thc program 
(or programs) that is made highly available. The 
service model provides nenvork access to shared 
storage through its own client-server protocols. 
Examples ofASE services are NFS and the ORACLE7 
database. Usually, a set of  programs o r  processing 
steps needs to be executed sequentially to  start up 
or  stop the service. If any of  the steps cannot be ese- 
cuted successfi~l.ly, the service either cannot be pro- 
vided or cannot be stopped. Obviously, if the shared 
storage is not accessible, the service cannot begin. 
ASE provides a general infrastructure for speci@ing 
thc processing steps and thc storage dependencies of 
each servicc. 

I NETWORK 
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Figure 2 
Asymmetric Co~ifiguration of ASE 

Events and Failure Modes 
ASE nionitors its hardware and sofnvare to determine 
tlie status of tlie environment. A change in status is 
reported as an cvent notification to the ASE software. 
Examples ofevents ~ncludc a host failure and recovery, 
a failed nenvork or  disk device, or  a con~mand from 
the ASE management i~tility. 

Service Failover 
The ASE sofnvare responds to events by relocating 
services from one node to another. A relocation due to 
a hardware failure is referred to as seruice fniloz~er. 
There are reasons other than failures to relocate a ser- 
vice. For esample, a system manager may relocate a 
ser\rice for load-balancing reasons or  may bring down 
a node to perform m?' , ~ntenance. 

Service Relocation Policy 
Whenever a service must be relocated, ASE uses con- 
figurable policies to determine \vhich node is best 
suited to run the service. The policy is a function ofthe 
event and the installed systern-management prefer- 
ences for each service. For example, a service must be 
relocated ifthe node 011 which it is running goes down 
or  if a SCSI cable is disconnected. The system manager 
map specie the node to which the service should be 
relocated. Preferences can also be provided for node 
recovery behavior. For example, tlie system manager 
can specifi that a ser\,ice al\\/a!ls retilrlis to a specified 
node if that node is up. For services that take a long 
time to start up, the s!steni manager may specitjl that a 
service relocate only jf its node should fail. Additional 
service policy choices are built into ASE. 

Centralized versus Distributed Control 
The ASE soh.var-e is a collection of daemons (user-level 
independent processes run in the background) and 
kernel code that run on all nodes in a SAD. When \ye 
\\>ere designing the service relocation policy, \ve could 
have chosen a distributed design in \vhich the software 
on  each node participated in determining \$there a ser- 
vice was located. Instead, we chose a centralized design 
in \vhich only one of the members was responsible for 
implementing tlie policy. VVe preferred a simple design 
since there was little benefit and much risk to develop- 
ing a set ofcomplex distributed algorithms. 

Detectable Network Partition versus 
Undetectable Full Partition 
A detectable network partition occurs when two 01- 

more nodes cannot con~municate over their networks 
but can still access the shared storage. This condition 
could lead to data corruption if every node reported 
that all other nodes were do\vn. Each node could 
try to acquire the service. The service could run 
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concurrently on multiple nodes and possibly corrupt 
the shared storagc. ASE uses several niechanisn~s to 
p r ~ \ ~ u ~ t  data corruption resulting from nen\~ork parti- 
tions. First, it relies on the ability to conim~~nicate sta- 
tus over the SCSI bus. In this way, it can detect 
network partitions and prevent multiple instances of 
the service. When communication cannot occur over 
the SCSI bus, ASE relies on the disjoint electrical con- 
nectivity property of the SCSI bus. That is, if Server 1 
and Server 2 cannot contact each other on the S<:SI 
bus, it is impossible for both ser\.ers to access the same 
storage on that bus. 

As a safeguard to this assumption, ASE also applies 
device reservations (hard locks) on the disks. The hard 
lock is an extreme hilsnfe mechanism that should 
rarely (if ever) be needed. As a result, ASE is able to 
adopt a noncjuorum approach to net\\lork partition 
Iiandling. In essencc, if an application can access the 
stor'ige it needs to run, it is allowed to run. Q u o r u ~ n  
approaches require a percentage (~~sua l lp  more than 
half) of the nodes to be available for proper operation. 
For nvo-node configurutions, a tiebreaker \\,auld be 
required: ifone node failed, the other could c o n t i ~ i ~ ~ c  
to operate. I n  the OpcnVMS system, for example, a 
disk is used as a tiebreaker. We chose the nonquorum 
approach for ASE because it pro\rides a higher degree 
ofavailability. 

A l t h o ~ ~ g h  extremely unliltcl!~ to occur, thcrc is one 
siti~ation in which data could become corrupted: a fill1 
partition could occur during shadowed storagc. 
Shadowing transparently replicates data on  one o r  
more disk storage de\liccs. I n  a fill1 partition, nvo nodes 
cannot communicate via a nenvork, and the SCSI buscs 
are disconnected in a \inn!! that thc first node sees one 
set of disks and the second node sees another set. 
Figure 3 shows an ~~ndetectable full partition. 

Even though this scenario docs not allo\v for corn- 
m o n  access to disks, it is possible that storage that is 
replicated or  shadowed across two disks and buscs 
could be corrupted. Each node believes the other is 
down because there is no communication path. I fone  
node has access to half o f  tlic shado\\,ed disk set and 
the other node has access to the other half, the service 
r i i~y be run on both nodes. The shadonled set \\lo~~lci 
become out  of  S~J IC ,  causing data corruption \\.hen its 
halves \j1err: merged back together. Because the poss- 
ibility of getting three f a ~ ~ l t s  of this nature is infinite- 
simal, we provide an optional policy for running a 
ser\licc when less than a f i l l 1  shadowed set is available. 

Service Management 
ASE service management pro~rides three functions: 
scr\rice setup, SAD monitorilig, and service relocation. 
The management program assists in tlle creation of 
ser\lices by prompting for information such as the type 
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oEscr\~ice, the disks ancl file s!stcms t11,it arc required, 
and shadowing requiren~cnts. ASE gathers the require- 
lncnts and creates the command sequences that \ \ / i l l  
start the service. I t  thus intcgratcs complex subsystems 
such as the local file systems, logical storage managc- 
nient (LSiM), and NFS into n single ser\.ice. 

ASE versioli 1.0 supports three ~ c r \ ~ i c e  nrpes: user, 
disk, and NFS. A riser .sc/.l'ice r c q ~ ~ i r ~ s  110 disks ~ I I C I  
simply ;~llo\\~s a user-supplied script to be executed 
wliene\~cr a node goes up o r  do\vn. The clisksc,r-c.'icc is 
n user ser\licc that also rccl~rircs disk access, that js, disk 
a n d  file system information. The disk ser\~icc, for 
csan~ple,  would be i~sed for the creation of a hig11Iy 
a\rail;~ble database. The i\l/-S.sc~~-l:icc is a specialized ver- 
sion of the disk service; it prompts for the additional 
inhrmation that is germane to NFS, for example, 
csport information. 

The monitoring feature pro\~icics thc stat~rs of a scr- 
vice, indicating \vhethcr thc scr\ricc is running o r  not 
and where. I t  also provides the status ofeach node. 

The service location fcati~rc allows system manasers 
to mo\tc services ma~iually by simply speci@ing the 
nc\v location. 

Software Mirroring 
Sofn\rarc mirroring (shadowing) is A mecl~anism to 
rcplicnte data across n\,o or  morc disks. If one disk 
fails, the data is a\,ailable o n  nnothcr disk. XSE relies o n  
Digital's LSkI product to pro\.idc this feature. 
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ASE Component Design 

The ASE product components perform distinct 
operations that correspond to one of  the following 
categories: 

1. Configuring the avail;ihility cn\~ironnicnt and 
scr\.ices 

2. Monitoring the status of the availability 
environment 

3. Controlling and svnclironizing scr\ice reloc'~tion 

4. Controlling and perfor~ning single-system ASF, 
management operations 

5. Logging events for the a\lailability en\~ironment 

The config~~ration of ASF, is divided into the instal- 
Intion and ongoing configurntion tasks. The ASE 
i~istall~tion process ensures that all thc members arc 
running ASE-compliant kernels and the required dae- 
mons (independent processes) for monitoring the 
cn\/ironnicnt and performing single-system ASE opcr- 
ations. Figure 4 illustrates these components. T l ~ c  
sharcd netu~orlzs and distributed t i ~ n c  scr\liccs must 
;IISO be configured on each member to  guarantee con- 
nectivity and synchronized time. The most c ~ l r r c ~ i t  
ASE configuration information is determined fioni 
rirnc stamps. Configuration information that uses time 
stalnps docs not change oftc.11 or  frc~111c11tIy and is pro- 
tcctcd by a distributed loci<. 

The ASF, configuration begins by running the ASE 
administrative command (ASEMGR) to establish the 
membership list. All the participating hosts and 

daemons must be available and operational to complete 
this task successf~ll!l. ASE remains in thc install state 
until the me~iibcrship list has been succcssf ~lly pro- 
cessed. As part of the ASE ~nembership processing, an 
ASE configuration database (ASECl3B) is created, and 
the ASE membcr with the highest Internet Protocol 
(IP) address on the primary network is designated to 
run the ASE director daemon (ASEDIIECTOR). The 
ASE director provides distributed control across the 
ASE menibers. Once an  ASE director is running, the 
ASEMGR command is used to configure and control 
individual ser\fices on the ASE members. The ASE agent 
d a e m o ~ ~  (ASEAGENT) is responsible for pcrtbrming all 
the single-system ASP, operations requircd to manage 
the ASE and related services. This local system manage- 
ment is usually acco~nplislied by csecuting scripts in a 
specific ordel- to control the start, stop, adci, delete, or 
check of a service or  set of services. 

The ASE director is responsible for controlling and 
synchronizing the ASE and the a\lailable services 
dependent on the ASE. All distributed decisions arc 
made by the ASE director. I t  is necessary that only one 
ASE director bc running and controlling an AS5 to 
provide a centralized point of  control across the ASE. 
The ASE director- provides the distributed orcliestra- 
ti011 of service operations to  effect the desired rcco\l- 
cry o r  load-balancing scenarios. The  ASE director 
controls tlic availability services by issuing sets ofser-  
\.ice actions to the ASF, agents running on each mem- 
ber. The ASF, dircctor implements all failo\lcr strategy 
and control. 
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The ASE agent and the ASE director svork as a team, 
reacting to component faults and perhrming failure 
recovery for services. The ASE events are generated by 
the ASE host status monitor and the a\;ailability man- 
ager (AM), a kernel subsysteni. The ASE agents use 
the AIM to detect device failures that pertain to ASE 
services. When a device failure is detcctcd, tlie AA4 
jnforms the ASE agent of the problem. The ASE agent 
then reports the problem to the ASE director if the 
failure results in service stoppage. For example, if the 
failed disk is part of an LSM mirrored set, the service is 
not affected by a single disk failure. 

The ASE host status monitor sends host- or member- 
state change events to the ASE director. The ASE host 
status monitor uses both the netcvorlts and shared 
storage buses, SCSl buses, configi~red between the 
ASE members to  determine the state of  each member. 
This monitor uses the AM to  provide periodic SCSI 
bus messaging through SCSI target-mode technology 
to hosts on  the shared SCSI bus. 

The ASE agent also uses the AM to providc device 
reservation control and device events. The ASE host 
status monitor repeatedly sends short messages, pings, 
to all other members and awaits a reply. If no  reply is 
received within a prescribed time-out, the monitor 
moves to another interconnect until all paths have 
been cshausted without receiving a reply. If n o  reply 
on the shared network or  any shared SCSI is received, 
the monitor presumes that the member is down and 
reports this to  the ASE director. If  any of the pings is 
succcsshl and the member \\!as previously down, the 
monitor reports that the member replying is up. If the 
only successfi~l pings are SCSI-based, the ASE host sta- 
tus monitor reports that thc members are esperienc- 
ing 3 nenvork partition. During a network partition, 

the ASE configuration and current service locations 
are frozen i~ntil the partition is resolved. 

All ASE operations perfornied across the members 
use a common distributed logging facility. The logger 
daemon has tlie ability to generate multiple logs on 
each '4SE member. :The administrator uses the log to 
determine morc detail about a particular service 
failover or configuration problem. 

ASE Static and Dynamic States 
As with most distributed applications, the ASE prod- 
uct must control and distribute statc across a set of  
processes that can span several systems. This statc takes 
nvo forms: static and dynamic. The static state is dis- 
tributed in the ASE configi~ration database. This stlltc 
is used to  provide service availability configuration 
information and the ASE system membership list. 
Although most changes to the ASE configuratio~l data- 
base arc gathered through the ASE administrative com- 
mand, all changes to the database are passed through a 
single point o f  control and distribution, the ASE direc- 
tor. The dynamic state includes changes in status of the 
base availability environment components and services. 
The state of a particular service, where and whether it is 
running, is also dynamic state that is held and con- 
trolled by the ASE dircctor. Figure 5 depicts the Ho~\f of 
control through the ASE conlponents. 

ASE Director Creation 
The ASE agents are responsible for controlling the 
placement and execution of the ASE director. 
Wlienever an ASE member boots, it starts up the ASE 
agent to determine \\ihether an ASE director needs 
to be startcd. This determination is based on u~hctlier 
an ASE director is already running on some membcr. 
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If no  ASE director is running and the ASE host status 
monitor is reporting that no  other members are up, 
the ASE agent forks and executes the ASE director. 
Due to intermittent failures and the parallel initiali- 
zation of members, an ASE configuration could find 
two ASE directors running on  two different systems. 
As soon as the second director is discovered, the 
younger director is killed by the ASE agent on  that sys- 
tem. The IP address of the primary network is used to 
determine \\lhicIi member should start a &rector when 
none is running. 

ASE Director Design 
The ASE director consists of four major components: 
the event manager, the strategist, the environment data 
manager, and the event controller. Figure 6 shows the 
relationship of the componelits of  the ASE director. 

The event manager component handles all incom- 
ing events and determines which subcomponent 
should service the event. The strategist component 
processes the event if it results in service relocation. 
The strategist creates an action plan to relocate the ser- 
vice. An action plan is a set of  command lists designed 
to try all possible choices for processing the event. For 
example, if the event is t o  start a particular service, the 
generated plan orders the start attempts from the most 
desired member to the least desired me~ilber accord- 
ing to the service policy. 

The environment data manager component is 
responsible for maintaining the current state of the 
ASE. The strategist will view the current state before 
creating an action plan. The  event controller compo- 
nent oversees the execution of  the action plan. Each of 
the command lists within the action plan is processed 
in parallel, whereas each command \vithln a command 
list is processed serially. Functionally, this means that 
services can be started in parallel, and each service 
start-up can consist of  a set of  serially executed steps. 

ASE Agent Design 
The ASE agent is composed of  the environment man- 
ager, the service manager, a second availability 
manager (AVMAN), and the configuration database 
manager. Figure 7 shows the ASE agent components. 

All the  ASE agent compolients use the message 
library as a common socket communications layer that 
allows the mixture of  many outstanding requests and 
replies across several sockets. The environment man- 
ager component is responsible for the maintenance 
and initialization of the communications channels 
used by the ASE agent and the start-up of the ASE host 
status monitor and the ASE director. The environment 
manager is also responsible for handling all host-status 
events. For example, if the ASE host status mollitor 
reports that the local node has lost connection to 
the network, the environment manager issues stop ser- 
vice actions on  all services currently being served by 
the local node. This forced stop policy is based on the 
assumption that the services are being provided to 
clients on  the nehvork. A network that is down implies 
that n o  services are being provided; therefore, the 
service will be relocated t o  a member wit11 healthy 
networlc connections. 

If the ASE agent cannot make a connection to the 
ASE host status monitor during its initialization, 
the ASE host status monitor is started. The start-up 
of the ASE director is more complex because the ASE 
agent must ensure that only one ASE director is run- 
ning in the ASE. This is accomplished by first obtain- 
ing the status of  all the running ASE members. After 
the member status is commonly known across all ASE 
agents, the member with the highest IP address on the 
primary nenvorlc is chosen to start up the ASE direc- 
tor. If two ASE directors are started, they must both 
make connections to  all ASE agents in the ASE. In  
those rare cases when an ASE agent discovers two 
directors attempting to make connections, it will send 
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an exit request to the younger director, the one with 
the newer start time. 

The servlce manager component is responsible for 
performing operations on  ASE services. The service 
manager pcrfornis operations that usc spec~fic ser- 
\{Ice action programs or  that determine and report sta- 
~ L I S  on servlces and their respective devices. The service 
actions are forked and esecuted as separate processes, 
ch~ldren of tlie agent. This alloua thc ASE agent to 
continue handling other parallel actions o r  requcsts. 
The ASE agent is aware ofonlv the general stop, start, 
add, dclctc, query, or check nature of tlic action. It is 
not aware of  the specific application details required to 
implelnent these base availability f~~nct ions .  A more 
detailed description of the ASE service ~ntcrfaces can 
be found in the section ASE Service Definition. Wien  
the service manager executes a stop or  start service 
dctlon that has dev~ce dependencies, the ASE, agcnt 
provides the associated device reserves or  unrescrves 

. REPLIES 

t o  gain or  release access to  the device. Services and 
devices must be configured such that one device riiay 
be associated with only one service. A device may not 
belong to  more than one service. 

The agents' availability manager (AVMAN) con~po-  
nent is called by the service manager to  process 
a reserve o r  unreserve of a particular device for a ser- 
vice stop o r  start action. The AVMAN uses ioctl() calls 
to the AM to reserve the device, to invoke SCSI device 
pinging, and to  register o r  i~nregister for the following 
AM events: 

1. Device path failure-an 1/0  attempt failed 011 

a reserved device due to  a connectivity failure o r  
bad de\lice. 

4 
I  
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2. Device reservation failure-an 1 / 0  attempt failed 
on a reserve device because another node had 
reserved it. 

3. Reservation reset-the SCSI reservation was lost 
on a particular devicc due to a bus reset. 

SERVICE 
MANAGER 

REPLIES 

- 
AVAILABILITY 
MANAGER 
(AVMAN) 

CONFIGURATION 
DATABASE 
MANAGER 

A reservation rcsct occurs pcriodicall!l as mcnibcrs 
reboot and join thc ASE. The: ASE agent reacts by 
rereserving the device and thereby continuing to pro- 
vide the service. If the reservation reset persists, thc 
ASE agent infi)rn~s the ASE director. If a devicc path 
failure occurs, tllc ASE agent informs the ASE director 
of the device path failure so  that another mc~nber  can 
access the deiricc and resume the service. The device 
reservation fiilurc can occur only if anothcr member 
has taken the rcscrvation. This signifies to  the ASK 
agent that an ASE director has decided to run this ser- 
vice 011 another mcmbcr without first stopping it licrc. 

The configuration database manager compollcnt 
handles requests that acccss the ASE configuration 
databasc. Working through the config~~ration databasc 
manager component, thc ASE agent provides a11 acccss 
to  the ASE configuration database for all other com- 
ponents of thc  ASE. 

- 

- 

ASE Availability Manager Design 
The availability manager (AM) is a kernel component 
of ASE that is respo~isiblc for providing SCSI cicvicc 
control and SCSI host pinging with target mode. The 
AM provides SCSI host pinging to the ASE host status 
monitor daemon through a set ofioctl()  calls to the 
"/de\~/am-host*" devices. As has been mentioned, 
the AM provides SCSI device control for pings and 
event notification to t l ~ c  ASE agent through ioctl() 
calls to the "/dcv/ase" device. All ASE SCSI devicc 
controls for ser\riccs and SCSI host pinging assume 
that all ~ne~i ibers  arc symnietricall!~ configured \\,it11 
respect to  SCSI storage (711s addressing. 
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ASE Host Status Monitor Design 
The ASK host status monitor (ASEHSM) col-nponcnt 
is responsible for sensing the status of ~liembcrs and 
interco~lnects used to communicate between members. 
As previously mentioned, this monitor is designed to  
providc periodic pinging o f  all nett\~ork and SCSI 
interconnects that arc s)lmnietrically configured 
between ASE members. The ping rate is highest, 1 to 3 
scconds per ping, o n  the ti rst configured ASE nenr~ork 
and SCSI bus. All other shared interconnects are 
pinged at a progressivel!l slower rate to  decrease the 
o\~crhead while still providing some interconnectivity 
stdte. The ASE host status monitor provides member- 
state change events to both tlie ASE agent and the ASE 
director. The ASE agent initializes and updates the 
monitor \ \hen Inembers are added or deleted from the 
ASE configuration database. The ASE host status 
monitor is designed to be flexible to new types of net- 
\\,orl<s and storage buses as well as extensible to 
increased numbers of shared interconnects. 

ASE Service Definition 
ASE has provided an interface fran~e\vorli for available 
applications. This framcivork defines the availabilit!l 
configuration and failo\*er processing stages to \vhicIi 
a n  application must conform. The application intcr- 
bces consist of scripts that are used to start, stop, add, 
delete, qiler!; check, and ~ n o d i ~  the particular service. 
Each script has the ability to order or stack a set of 
dependent scripts to suit a niulti1a)lered application. 
The NFS Service Failover section in this paper pro- 
vides an example of a multilayered service that ASE 
sup~x)rts"oout of the box." ASE asslimes that a ser\,icc 
can be in one of the follo\viug states: 

1. Noncsiste~lt-not config~~rcd to run 

2. Off-line-not to be run but configured to  run 

3. Unassigned-stopped and configured to run 

4. llunning-runni~~g 011 a ~ncmber  

At initialization, the ASE director presunles all con- 
f i~urcd  services should be started except those in thc 
off-line statc. Whenc\,cr a new ~ n e ~ n b e r  joins tlic ASK, 
the add service action script is used to ensure that the 
new member has been configured to  have the ability 
to r u n  the ser\gicc. Thc delete service script is used to 
remove the ability to run the service. The delete scripts 
arc run whenever a scrvicc or  lnc~nber  is deleted. The 
start service script is ~ ~ s e d  to start tlie service o n  a par- 
ticular nlembcr. The stop service is used to stop a ser- 
vice o n  a partici~lar member. The check script is used 
to dctcr~nine if n sc~-\ricc is running on  a particular 
rncnibcr. T h c  query script is L I S ~ ~  to determine ifa par- 
ticular device failure is sufficient to warrant failovcr. 

ASE strives to keep a service in a kno\\.n statc. Con- 
scqucntly, if a start ~ c t i o n  script fails, ASE presumes 

that executing thc stop action will return the scrvicc to  
an u~iassigneci state. Liltc\i,ise, if an  add action tdils, a 
delete action will return tlie servicc to a nonexistent 
state. If any action hils in the processing of a11 action 
list, the entire request has failed and is reported as s ~ ~ c h  
to the ASE director and in the log. For more details 
on  ASE service action scripts, see the C~ticle to the 
DECsaJc A~~ni/nl?lc .Yet7 'c'I:.' 

NFS Service Failover 

In this section, \\!e present a ~valk-through of an NFS 
service failover. We presume that tlie reader is familiar 
\vith the worki~lgs of  NFS.' The NFS service exports a 
file system that is remotely mou~i ted  by clients and 
locall!l mounted by the member that is providing the 
service. Other ASE members may also remotely 
mount the NFS file system to providc common access 
across all ASE members. 

For this example, assume that \\re have set up an NFS 
service that is esporting a UNIX file system (UFS) 
named /foe-nfi. The UFS resides o n  an ISM disk 
group that is mirroring across ttvo \~olumcs that span 
four disks on t\vo different SCSI buses. The NFS ser- 
vice is called foo-nfs and has been given its own I P  
address, 16.140.128.122. All remote clients \\rho \\!ant 
to  mount /foe-nfs \\*ill access the server using thr  
service name foo-nfs and associated I P  address 
16.140.128.122. This nenvork address inform~tion 
was distributed to the clients through the Berkeley 
Internet Name llomain (BIND) scr\fice o r  the net- 
\\,ark information ser\,ice (NIS). If se\'eral NFS mount 
points are commonly used by all clients, thc!l can be 
grouped into one scr\.ice to reduce the number of 11' 
addresses required. N t h o u g l ~  grouping ciircctorics 
exported from NFS into a single ser\,icc reduces the 
management overhead, it also reduccs tlcsibility for 
load balancing. 

Further, assume that the NFS scr\ricc foo-nt:i has 
four clients. T\vo of  the clients are the members of the 
ASE. Thc other nvo clients are non-1)igital systems. 
For simplicity, the Sun and HP clients reside o n  the 
same nenvork as the scr\.ers (but  they need not). The 
ASE NFS ser\,ice foo-nfs is currently running o n  the 
ASE member na~ncd IMUNCH. The otllcr ASE mcm- 
bcr is up and named ROLAIlIS. 

Enter our  system administrator with his afternoon 
Big Gulp Soda. H e  places the Big Gulp Soda on top of 
k1UNCH to free his hands for some serious consolc 
typing. Oh! We forgot one small aspcct of tlic sce- 
nario. This ASE site is located in California. A small 
tremor later, and MUNCH gets a good taste of tile Big 
Gulp Soda. Scconcls later, MUNCH is \.cry ~ ~ p s c t  and 
fails. The ASE host s t a t ~ ~ s  monitor on ROLAIIX stops 
receiving pings from lclUNCH and declarcs MUNCH 
to be do\vn. If the Ask; director 11ad bet11 running 011 
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IMUNCH, then a ne\v director is started on ROLAIDS 
to provide the much-needed relief. The ASE director 
now running on ROLAIDS determines that the 
foo-nfs service is not currently being served and issues 
a start plan for tlie service. The start action is passed to 
the local ASE agent since no other member is a\lailable. 
The ASE agent first reserves the disks associated with 
the foo-nfs ser\.ice a ~ l d  runs the start action scripts. 
Tlie start action scripts must begin by setting up LSM 
to address the ~nirrored disk group. The nest action is 
to have UFS check and mount the /foe-nfs file system 
on the ASE hidden mount point /var/asc/rnnt/ 
foo-nfs. The hidden mount point helps to ensure that 
applications rarely access the mount point directly. 
This safeguard prevents an unmounting, which would 
stop the service. The nest action scripts to be run are 
related to  NFS. The NFS esports files must be adjusted 
to include thc foe-nts file system entry. This addition 
to  the exports files is accomplished by adding and 
s\vjtchilig exports include files. 

The action scripts then configure the service address 
(ifconfig alias command), which results in a broadcast 
of an Address Resolution Protocol (ARP) redirection 
pacltet to all listening clients to redirect their IP 
address mapping for 16.140.128.122 frorn bIUNC:H 
to ROLAIDS." After all the ARP and routcr tables 1iai.e 
been updated, the clients can resume communic;ltions 
with ROLAIDS for service foo-nfs. This entire proccss 
usual l~~ co~iiplctes within ten seconds. The storage 
recovcry proccss ohen contributes the Iongcst dura- 

tion. Figure S summarizes the time-sequenced events 
for an NFS service failover. 

This scenario works because NFS is a stateless ser- 
vice. The server keeps n o  state on the clients, and the 
clients are willing to retry forever to reg?' , ~ n  access to 
their NFS service. Through proper mouliting opera- 
tions, all writes are done synchronously to disk such 
that a client \ \ t i l l  retry a write if it never receives a suc- 
cessful response. 

If ASE is i~sed to fail over a service that requires 
state, a meclianism has to  be used to  relocate the 
required state in order to start thc service. The ASE 
product recommends that this state be wrjtten to file 
systems synchronously in periodic checkpoints. In this 
manner, thc failover process could begin opcration at 
the last successhl checkpoint at the time tlie state disk 
area \\a mounted on the ne\Ir system. If a more 
dynamic hilover is required, the scr\*ices must s!ln- 
chro~iize their state benveen members through some 
type OF networlt transactions. This typc of  synchro- 
~iization usually requires major changes to the design 
of  thc application. 

Implementation and Development 

We soJ\,ed many interesting and logistically difficult 
issues during the dc\,elopment o f  thc ASE product. 
So~iie of ~ I I C I I I  have been discusscci, such as the asym- 
metric \,crsiIs symmetric SAD and distributed versus 
ccntralizcd policy. Others arc mentioned in this section. 
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_ - - - _ _ _ - - - - -  - - - - - - < . . 
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The SCSI Standard and High-availability Requirements 
The SCSI standard provides nvo levels of require- 
ments: mandatory and optional. The ASE require- 
ments fall into the optional domain and are not 
normally implemented in SCSI controllers. In particu- 
lar, ASE requires that nvo or more initiators (host SCSI 
controllers) coexist on the same SCSI bus. This feature 
allo\\s for common access to shared storage. Normall!; 
there is only one host per SCSI, so very little testing is 
done to  ensure the electrical integrity of the bus \\.hen 
more than one host resides. Furthermore, to make the 
hosts unicluely addressable, we needed to assign SCSI 
11)s and not hardwire tllcm. Lstly, to support its host- 
sensing needs, ASE requires that SCSI controllers 
rcsporid to commands from another controller. This 
S<:SI feature is called targct-mode operation. 

In addition to nieeting tlie basic functional SCSI 
rcqi~irements, had to  dcal with testing and qualifi- 
cation issues. When new or  rc\ised components \\,ere 
used in \\laps for which they \\/ere not originally tested, 
they could break; and invariably when a controller was 
first inserted into an ASF, en\lironnient, we found 
problems. Additional qualifications were r eq~~i rcd  for 
the SCSI cables, disks, and optional SCSI equipment. 
ASE required \.ery specific hard\vae (and revisions of 
that liard\irare); it \\lould be difficult t o  support off- 
the-shelf components. 

Note, ho\vever, when all was said and done, only 
one piece of hard\varc, rhc Y cdble, \\!as in\lcntcd for 
ASE. The Y cable allows the SCSI termination to be 
placed 011 the bus and not in the system. As a result, a 
systcm can be removed \vitliout corrupting tlic bus. 

'The challenge for the project was to  con\lince the 
hardlvare groups \vitIiin Digital that it \vas \vortli the 
expense of all the above rccl~~ircments and yet provide 
cost-co~iipctiti\.e controllers. Fort~lnately, we did; but 
these issues are ongoing in the development of nc\v 
controllcrs and disks. Our  investigation contiliues on 
alternatives to the target mode design. We also need to 
develop ways to reduce the qualification time and 
expense, while improving the overall quaJity and avail- 
ability of the hard\varc. 

NFS Modifications to Support High Availability 

Tlic issues and dcsign o f  NFS hilover could consumc 
this entire paper. We discuss only the prominent points 
in this section. 

NFS Client Notification 
The first challenge \vc hccd was to determine ho\v to 
tell NFS clicnts ivhicl~ host \\,as scr\,ing their fi les both 
during the initial mount anti alicr a service relocation. 
Tlic ideal solution n,ould have been to provide an 1P 
addrcss that all nodes in tlic SAD c o ~ ~ l d  respond to. If 

clients /me\\. only one address, all NFS pacltets \\,auld 
be sent to that address and \\le ~vould never have to tell 
the client the location had changed. The 111ain prob- 
lem with this solution is performance. Each node in 
the SAD would receive all NFS traffic destined for all 
nodes. The system o \ ~ r l i e a d  for deciding wlietl~cr to 
drop o r  keep the packet is very high. Also the more 
nodes and NFS ser\.ices, the more likely it \\lould be to  
saturate individual nodes. Unfortunatel!~, this solution 
had to  be rejected. 

The nest best solution, in our  minds, is per service 
IP addresses. Each NFS service is assigned an IP 
address (not the real host address). No\\. each node in 
the SAD could respond to its own address and to the 
addresses assigned to  the NFS services that it is run- 
ning. The main issues u~i th  this approach are the fol- 
lowing: (1) It  could use many IP addresses and (2) I t  is 
more difficult to Inanage because of its many 
addresses. Ho\vc\,er, there \\,ere n o  performance 
trade-offs, and we could move ser\ices to  locations in 
a way that was transparent to  the NE'S clients. 
Notifyjng tlic clients after a relocation turned out to 
be easy because of a standard feature in the ARP that 
\ve could access through tlie ifconfig alias command of 
the Digital UNIS operating system." Essentially, all 
clients have a caclie of translations for IP addresses 
to  physical addresses. The ARP feature, \vhicIi 
referred to as ARP redirection, al low us to invalidate a 
client-cached cntry and replace it ~ l i t l i  a ne\v onc.  The 
ifconfig command indirectly generates an AlW rcdi- 
rection message. As a result, the client NE'S software 
believes it is sending to the saliie addrcss, hut the nct- 
\\fork layer is scnding it t o  a different ]lode. 

Similar hnctionality could have bccn acliic\,cd by 
requiring multiple nct\\~ork controllers connected to a 
single ~iet\vork \\lire on  the SAD nodes. This solution, - 

ho\ve\ler, rcqi~ircs 111orc expense in hard\\,arc and is 
less tlexiblc since tlicrc is only one addrcss per boal-d. 
Essentially, thc latter mcans the granuldnty of NFS scr- 
\ices would be much larger and could not be distrib- 
uted among many SAD nodes \\,itIiout a great dcal of 
hard\\~are. 

NFS Duplicate Request Cache 
The NFS duplicate rcqi~cst cachc impro\~cs the pcrfor- 
rnance and correctness of an NFS server.' Although 
tlie duplicate request cache is not prcscr\xxi across 
relocations, \\re did not \~ic\v this as a significant prob- 
].em because this cachc is not preserved across reboots 

Other Modifications: Lock Daemons and rnountd 
We modified only nvo pieces of sofnval-c related to 
NFS failo\.cr: the lock daemon and the mountd. We 
wanted the loclc daemon to distinguish tlic Jocks asso- 
ciated cvith '1 specific service addrcss so that only those 
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locks \vould be  removed dur ing  a relocation. At'ter thc  
ser\lice is relocated, we  rely o n  the  csisting lock 
rcestablishn~cnt protocol.  We mociiticd the  m o u n t d  
t o  suppor t  NPS loopb~icl< mount ing  o n  t h e  SAD, s o  
that  a file system could be  'icccssed directly o n  the  
SAD (as opposed to a remote client) and yet bc  relo- 
cated transparently. 

Future of ASE 

Digital's ASE product  was designed t o  address a small, 
symmetrically configured availability domain.  T h e  
i r n p l e m e ~ i t a t i o ~ ~  o f  the ASE product  \vas constrained 
by time, resources, and impact o r  change in the  base 
system. Consequently, the  ASE product lacks extcnsi- 
bility t o  larger asymmetric configurations and t o  more 
c o ~ n p l e x  application availability rcquirernents, e.g., 
support  o f  concurrent distributed applications. Tl ic  
11cst-generation availability product must be designed 
t o  be extensible t o  varying hard\vare configurations 
and t o  be tlcsible t o  various application availability 
recl~~ire~i ients .  

Acknowledgments 

\/Ve thank the follo\ving people for contributing t o  this 
documcnt  th rough  their consultation and arnvork: 
Terry Linsey, Mark Longo,  SLIC R ~ e s ,  Hai Huang ,  and 
\Va!rne Cardozn. 

References 

1. Sun ~Uicros!rstcrns, Inc., il./.:S :Vc>t~rvlk File Sy.slorr 
Prolocol S/~cc[/icu~iorl, 1WC 1094 (Ncr\vork In for ma- 
rion C:cl~tcr, SIC1 International, 1989). 

2 .  J .  Gray, "High A\.ailability <:ompurer S!.srcms," IEEE 
( ; ~ ) I I ~ / ) I I / ~ J I .  (September 199 1 !. 

3. A .  13hidc, S. Morgan, and E. El~~oz.~l i \ , ,  "A Higlil!. 
A\*ail;lblc Ncnvork File Server," C?)I! /~JI-EIIC~J P~.occ~ctl- 
i1zg.s Ji.c)lrl the I : S ~ J I Z ~ J G  Ci)~!/i>re~ice. Dallas, Tcx. 
(Wi~ltcr 1991). 

4. W. <:ardoza, F. Glover, and W. Snnman, "1)esign of 
the lligital USIS  Cluster S!.stcm," 1)igit~ll Tcch~zical 
,/o~ir.r~ol. forthcoming 1996. 

5. (;l/irlc~ lo tho IlECs~ije A I ~ I  i1~1l)lc~ .F81r ~vo' (Maynard, 
Mass.: lligital Equipment Corporation, 1995). 

7. (:. Juszcz.ik, "[mproving the Pcrfor~nancc and <:or- 
rcctness of nn S FS Servcl.," C ~ I ! / ~ ~ I . L > I I C ~ J  P/,occcdi//g.s 
J;.OIII the C I S C I I ~ J T  Co~ljhr.erlc(~, San Ilicgo, Calif. 
(Winter 1989). 

Biographies 

Lawrence S. Coherl 
Larry Cohcn Icd the Available Ser\.er En\.ironmcnt 
project. He is a principal sofi\\.arc. engineer in lliginl's 
USIS Engineering Group,  liere re he is currentl! \\.orking 
on 1)igital's I:SIS cluster products. Since joining llipiral 
in 1983, he has \\,rittcn nct\\*ork and termi~~al  devicc drivers 
nnd \vorkcd o n  the original UL'I.RIX port of RS1) sockets 
and the 'I'<:P/I 1' irnplcliic~ltatio~~ from 1%S1) USIS. Larry 
also participated in the implementation o f  Digital's I/O 
port architect~~rc o n  I'I.TRIS and in  rhe port of SFS  \.cr- 
sion 2.0 to the 1)1:(' OSl:/I \.usion of UNIS. Larr!. \\.as 
previo~lsly cmplo!.cd at Bell Labs, \\~hcrc Iic \\.orkcii on  the 
UNIS to UNIX Cop!. Progr~rii (UUCP). Hc has 3 K.S. in 
math (1976) and an h4.S. in computer sciclicc (1981), 
both from the U~li\,c~.sity ofConnecticut. 

John H. Williams 
Jolir~ M'illia~iis is a pr-i~lcipal soft\\.arc cllginccr. ill  1)igit:il's 
UNIX Engineering Group. John led rlic advanccd dc\.cl- 
opmcnt efforts for the UNIS cluster prodact and \ \as  the 
~voject leader k)r the l)EC:s,~fc A\<~ilnblc Scr\rcr h~i\.iron- 
mcnc \,crsio~l 1 . 1   rid \,crsiorl 1.2. Bebrc thar, john dchipned 
and i~nplcrner:ted rhc sccurity interface archirccrurc for thc 
1)F.C: OSF/1 opcl-~rinp s!.srcm. Currently, John is rcspon- 
siblc for the UNlSclusrcr man.jgenlent fcnr~lrc5. John 
rcccivcd 3 R.S. i r j  cortiilutcr scic~ice from [lie ~Cl~cllignn 
Technological Uni\.crsiry in 1978. 



I 
Michael Palmer 
Jeffrey M. R u s s o  

Parasight: Debugging 
and Analyzing Real-time 
Applications under 
Digital UNlX 

Conventional UNlX debug and analysis tools, 
with their static debugging model and low- 
resolution-sampling profiling techniques, are 
not effective in dealing with real-time applica- 
tions. Encore Computer Corporation has devel- 
oped Parasight, a set of debug and analysis 
tools for real-time applications. The Parasight 
tool set can debug running programs, debug 
multiple programs, constantly monitor local 
and global variables, and perform on-the-fly 
execution analysis. Thus, Parasight provides 
much improved debug and analysis capabilities, 
which application developers can use on both 
static and dynamic applications. Parasight can 
be used on any of Digital's Alpha platforms run- 
ning under the Digital UNlX operating system. 

Because o f  thcir ti~nc-critical nature, real-tinie appliccl- 
tions d o  no t  respond \\,ell t o  the perturbations that  
conventional U N I S  d e b u g  and analysis tools cause. 
For  instance, tlie static debugging model o f  tlie dbx 
debugger  requires that a prograni be stopped before it 
can be debugged. Also, esecution anal!rsis using tlic 
profiling tcchniqucs o f  the prof profiler often proi.iclc 
erroneous results for real-time applications because o f  
the  lo\\,-resolution sampling eniploycd. 

This paper describes the critical aspects o f  debugging 
real-time applications, the deficiencies found in con-  
ventional I ' N I S  tools, and the merliodolog\~ Encore 
Cornputcr  Corporat ion used t o  de\,elop Parasight, 
a set o f  easy-to-use graphical user interface tools that 
d e b u g  and perform esecution analysis o n  real-time 
programs \\:bile they are running.  Parasight can be 
used o n  any o f  Digital's Alpha platforms that  operate 
under the Digital UNIX operating system. 

Real-time Applications 

Real-time applications perform a \vide \fariety o f  
functions, from flying state-of-the-art military aircraft 
to controlling ~iuclear power plants. All real-time appli- 
cations have o n c  c o m m o n  denominator: They niust 
conlplctc tlicir culculations before n deadline expires. 
Talting t o o  long t o  ca lc~~ln tc  tlic correct ansnrer can 
ha\.e just as cictrimcntal an effect 3s nrri\.ing at an  incor- 
rcct answer; citlicr result coulcl cnusc an aircraft to crash 
o r  a nuclcar po\\,cr plant t o  espcricnce a meltdo\\m. 

Most  real-time applications consist o f  one  o r  more 
~>rograms that arc scheduled t o  run in response t o  an 
event. T h e  triggering c \ m t  is u s ~ ~ a l l ! ~  trdns~nittcd in the 
form o f a n  interrupt and can be generated randoml!. by 
an external event o r  regularly by a interval timer run-  
ning a t  a fixed rate, s u c l ~  as 60 times per secolid. O n c c  
the interrupt is rccci\~ed, the application must perform 
the allotted task before the next interrupt occurs. 

T h e  elements o f  a real-time application communi -  
cate wit11 each o ther  dynamically; that is, the results o f  
the calculations o f  o n e  element are ~ ~ s e d  imniediatcly 
for the calculations o f  a n o t h c ~  clement. Real-timc 
applications arc oftcn rcferred t o  as dynamic applica- 
tions, since tlic!, react dynamically to changes in tlicir 



en\lironment and often refcr to elapsed time in their 
calc~~lations. In contrast, static applications have 
results that rarely depend on changes in their environ- 
~ n e n t  or on elapsed tinic. 

The Problems Associated with Debugging and 
Analyzing Real-time Applications Using 
Conventional UNIX Tools 

Debugging a real-time application during execution, 
debugging and analyzing n~ultiple programs, con- 
stantly monitoring variables, and analyzing program 
execution are all activities that debug and a~ialysis tools 
have to deal with. This section discusses the capabili- 
ties and limitations of conventional UNIX tools and 
describes the features required of effective real-time 
debug and analysis tools. 

Running Programs 
Debugging a static program t)lpicall!l in\lolves control- 
ling the execution flow and examining the values of  
variables within the program. Stopping a real-time 
program or  even delaying it by single stepping, Ilo\\,- 
ever, is usually not possible \vithout ad\lersely affecting 
the application. Debugging real-time applications is 
therefore limited to examining the values of program 
variables while the program is still running. 

Con\lentional UNIX debuggers are not able to 
esamine variables d ~ ~ r i n g  program execution and 
therefore cannot be emplo)lcd on running real-time 
applications. Consequently, these debuggers are usehl 
only in tlie early stages of real-time program develop- 
ment, essentially while the program is still static. 

The  traditional methods of  debugging real-time 
applications in\lol\le placing all the critical data into 
one  or  more global, shared memory regions. A data- 
monitoring tool, usually written by the user, runs as 
a normal UNIX process and attaches to the global 
region. The tool can then be used to inspect and/or 
change the values of the global variables. This tech- 
nique is nonintrusive in that it does not affect the real- 
time application programs in any \\,a!/. Unfortunately, 
tlie debugging is restricted to global data, and, unless 
tlie programs are desig~led \\lit11 this in mind, this 
restriction can be a severe limitation. Modi@ing esist- 
ing programs to change local data into global data for 
debugging purposes can result in a whole new set of  
problems in managing the separation of data. 

An qyectiue real-lime ~lehligqir~g fool mlfst be able 
to attach to a nlnrzii.zg proOqrarn ruitho~~t stoppii?~ i l 
and then be able to iloni~11r-~rsiuc!y i~zspect G I I ' ~ G ~ / ~ I .  
chcltlge theglobal ~ G I I L I .  

Debugging and Analyzing Multiple Programs 
lxcal-time applications ypically consist of several pro- 
grams \\lorlung together. In\iol<ing multiple copics of 

the dbx debugger to debug encl~ program individually 
is cumbersome and precludes studying the interaction 
benveen programs. 

A r-eal-time d e b t ~ , ~ e r  ~rzt~~st be able to uvrk wifh 
one or more progmtns at the same time, prouiding 
the user with an  integrated arld cohesiue debugyiizg 
enoil-o~zment. 

Monitoring Variables 
The one-shot \miable e\laluation capability of  conven- 
tional UNIX debuggers is of limited use for programs 
that are running. These debugging tools provide the 
user \vith only one previous \lalue of a \~ariable, not 
necessarily the current value. 
iI i.eal-time dcblrgyer W L L S I  be c~hle to ~onsta~zf ly  

inoizi~or the valz~es oj*gLohal uar.iahles. The rniizim~~in 
aizd r1znxii71uin vczlz~c?v thal each uarinhle aftained 
sho~~ld  optionally be av~iilahle as a record of rransielzl 
corzclitlor?s. 

Execution Analysis (Profiling) 
Since performance is important in real-time applica- 
tions, program execution analysis is often needed to 
locate areas of a program where the perfor~nance 
could be ilnpro\led. A real-time c~pplication may have 
a strict execution order require~nent, \tihereby onc 
routine must run prior to the execution of another 
routine. This requirement may be acconlplished easily 
if the routines are in the same program; however, often 
the routines are in different programs o r  are executing 
on  different CPUs iu a symmetric multiprocessing 
(SIMP) en\ '  '~ronment. 

The Digital UNIX profiling tools provide nvo kinds 
of esecutio~l analysis: 

1. PC sampling, \\lliich in\lol\lcs intel-rupting the 
program periodically to record the value of the 
program counter. 

2. Rlock counting, which inscrts profiling code at key 
points in the program to count the number of tiiues 
each basic block of code executes. (A basic block 
is a region of the program that can be entered only 
at the beginning and exited only at the end.) 

Both techniques involve the fi~llowing basic steps: 

1. Preprocess the program to produce the desired 
profiling information. 

2. Execute the program to produce a profiling data 
file. 

3. Postprocess the prograln \\~ith the profiling tools 
to vie\\{ the data collcctcci. 

The normal sampling pcriod employed by the 
PC:-sa~iipling metliod is based on the hard clocl< 
((:LOCI<-REALTIME) of thc  Digital UNIX operating 
slatcm. This method results in 1,024 samples being 
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taken per second, which provides a timing resolution 
of 976 microseconds, or  approximately 1 millisecond. 

The routines that make up a real-time application 
typically take fro111 a few microseconds to several 
milliseconds to execute. Attempting to measure the 
execution time of  routines that take less than 1 mil- 
lisecond to execute with a clock resolution of 1 milli- 
second can lead to erroneous results. A test on a 
150-megahertz (MHz) Alpha 21064 CPU showed 
that the prof tool, using the normal PC-sampling rate, 
reported the execution time o f a  routine to be 4 milli- 
seco~ids \\then the true execution time was 20  micro- 
seconds. (The true execution time was measured using 
the Parasight tool set.) 

I t  is possible to increase the sampling rate using the 
uprofile utility, but doing so  also proportionally 
increases the number of interrupts per second that the 
systelii must handle. For instance, to obtain even 
10-microsecond resolution would r eq~~i re  the system to 
handle 100,000 interrupts per second. This amount of 
interrupt activity would rapidly swamp the system, lea\!- 
ing little or 110 CPU time to execute the program being 
instrumented. The PC-sampling method of execution 
analysis is therefore not suitable for the short execution 
times typical in real-time application routines. 

The block-counting method, although capable of  
high-resolution measurement, suffers from the inabil- 
ity of  the pixie utility to  work with progranis that 
receive signals. Most real-time applications use signals 
for program scheduling and are therefore disqualified 
from using the block-counting niethod. 

In addition to the problems just discussed, the tradi- 
tional UNIX profiling tools are uns~~itable for real- 
time program execution analysis for the following 
reasons: 

A program must be preprocessed for profiling 
prior to execution. Adding or  removing profil- 
ing requires stopping, processing, and restarting 
the program. This assumes that the problem area is 
known before the application starts to run. If 
a problem suddenly develops after an uninstru- 
mented progranl has been running for 24  hours, 
the user will have lost the opportunity to determine 
\vhich routine is causing the problem. 

A program must be profiled as a whole, unless 
source code modifications are made to the program 
to  control the profiling. This can cause excessive 
overhead, which real-time programs usually cannot 
tolerate. 

The profiling results cannot be seen until the pro- 
gram terminates, unless source code modifications 
are made to the prograni to permit the results to 
be dumped on command. The user needs to scc 
the results while the program is running and often 
needs to repeat a test se\leral times to get the 

desired results. Stopping and restarting the applica- 
tion once for each test could be laborious. 

Only the average and cumulative times for each 
routine are available. That is, the individual execu- 
tion times for each call to a routine are not avail- 
able. This also precludes thc examination of the 
calling sequence. 

The results cannot be cross-correlated between 
programs to provide information about the rela- 
tive calling sequences between programs o r  across 
processors. 

A real-lime execution anal~~sis fool must operate 
~~l i th  szficierzt rc~soltition lo measure the exec~~tion 
time o f a  ro~ltine that may take 10 microseconds to 
execute. The instrumentation should he dynamically 
insertable into the curt-eizt nrens of i~zteresl a ~ i d  
shotlM be nblc to moue lo ~zeru nrens of interest us 
required-all ~c)ithozit sroppirzg aild restarting the 
real-time c~pplic~~t ion. 

Parasight: A Solution for Real-time Debugging 
and Program Analysis 

Parasight is an integrated set of  real-time debugging 
and analysis tools with a graphical user interface. The 
tool set consists ofa  debugger (Debug), a data monitor 
(~a taMon) ,  and a program analysis tool (Paragraph). 
The Parasight tool set sol\les the real-time deficiencies 
found in dbx, prof, and the other co~iventional UNIX 
dcbug and analysis tools used under the Digital UNIX 
operating system. Parasight is able to debug applica- 
tions in either a dynamic (running) or  a static (stopped) 
state; it can perform debugging and program execu- 
tion analysis on  several programs simultaneously, with- 
out  adversely affecting the dynamics of time-critical 
applications. 

Parasight's Foundation 
The Parasight tool set features the use of a symbol table, 
the /prof file system, global memory, and scanpoints. 

The Symbol Table, .pg File, and lproc File System 
Parasight's source of knonrledgc about the target 
application is derived from the symbol table and the 
.pg file. Both are generated at compile time as a result 
of  the -para special compiler option. 

Parasight n~anipulates target applications by using 
the /proc file system services available under the Digital 
UNIX operating system. The lproc file system enables 
Parasight to control the program tlo\v and to read and 
write any memory address in the target applicatio~i. 

Global Data Just as the traditional means of dcbug- 
ging real-time applications depends on global memory 
regions, l'arasight uses the global memory access 

Digital Tltch~~ical Journal 



concept as tlic bnsis for accomplisl~i~lg most of  its 
ad\lanccd capabilities. Parasight either accesses the 
targct program data directly, through tlie use of/proc, 
or  LISCS global memory to acccss dam gathered for 
Parasight by one of its scanpoints. 

Scanpoints The Parasight tool set uses global 11.1en1- 
or!. access \\,licncvcr possible to pro\'ide nonintrusi\rc 
access to thc target application. Certain functions, 
ho\\levcr, rcclirire access to data that is local to a pro- 
gram. Parasight accesses this data tliro~rgh small seg- 
~nen t s  of codc called scanpoints. 

Ascanpoint is 3 h~nction tliat is ci!~nanlicaII!~inserted 
into tlie targct prograni by Parasight. The scanpoint 
fi~nction then runs in the same contest as the target 
progral-n and thus has access to all the local data of the 
prograni. Tlic scanpoint Function \\rorlts as an agent 
for Parasight, gathering data that Parasight does not 
lia\.e direct access to. Tlie Parasight tool set uses nvo - 

principal types of  scanpoints: datanion-scanpoints, 
\vhich arc i~sed by DataMon to perform local data 
monitoring, and sensor-scanpoints, \\.hich are used by 
Paragraph to perform program execution analysis. 

Inserting the scanpoilits does nat  require ~nodifiing 
the application's source code or  preprocessing the 
application's object code. The only requirement is to 
link each prograni with the special -para option. This 
adds a rnemor!< buffer to the target program for use by 
Parasight. Tlie buffer is benign until used by Parasight. 

Parasight d!.naniically inserts scanpoi~~ts  by using 
the /proc service to build a scanpoint tcmplate in the 
special buffer of  the target program. This can occur 
even while the program is running. The template code 
contains tlie firnctionality to 

Save thc rcgister state that csisted \\.hen the pro- 
gram countcr \\*as at the scanpoint inscrtion location 

Set LIP the nrgun1ents to tlie scanpoint function, 
including the rcgister state 

Call the scmpoint tilnction 

Restore tlic rcgister state 

Execute tlic i~istri~ction that \\.as originally at tlie 
insertion location 

Branch back to the instruction follo\\,ing the inser- 
tion locatio~l 

Parasight then d!lnamicall!l alters the tcmplate code 
according to the insertion location and the instruction 
contained thcrcin. If the instruction \\,as a branch con- 
trol instruction, Parasight alters the instri~ction's dis- 
placeme~lt so  that the location corresponds to the 
instr~rction's nc\\* displaced location nithin the tem- 
plate. All other instructions, including jump control 
instructiorls, d o  not r e q ~ ~ i r e  altcring and arc simply 
copiecl to the displaced location. 

Once this code is constr~~ctcci in thc buffer, 
l'arasiglit completes the scanpoint inscrtion process by 

overwriting the instruction at the inscrtion location 
with a branch to  the ne\vly generated scanpoint 
template. The fixed ins t r~~ct ion length of  Digital's 
Alpha niicroproccssors simplifies this stcp cnoniiously. 

It is important to note that the scanpoint is built by 
Parasight, not  the target program. The target progl-am 
is affected onl!. by the final step of the scanpoint inser- 
tion, \vlicn Parasight ovcri\~rites the instruction at the 
inscrtion location. This design pre\.ents csccssi\~c inter- 
fcrence ofthe targct program. Scanpoi~its arc \\~ritten in 
liiglil!l optimized codc to niini~iiizc tlic inipact on the 
targct application \\.lien they are executed. 

Parasight dyn,imically deletes scanpoints by \\,riting 
back the original instl-uctio11 at tlie insertion location. 
This design allo\\.s Parasight to disablc ;I scanpoint 
e\leri if the scanpoint function has not completed. 

Meeting Requirements 
Parasight has the capabilities required of effective reai- 
time debugging and analysis tools. 

Debugging Running Programs Con\.cntional UNIX 
debuggers deliberately stop a program \\.lien attaching 
to it, because thesc tools d o  not operate on running 
programs. VVhen Parasight's debugger, Debug, attaches 
to a program, there is no inipact 011 the program. 

Conventional UNIX debuggers refi~se to access any 
data \\rhile a program is running, elren tliougli global 
data resides at tixed memory locations that are accessi- 
ble at all times through the /proc service. The reason 
for this limitation of the con\,entional UNIX tools is 
unclear. Parasight's debugger is able to examine and to 
change the \lalue of any global data \\lliilc the program 
is running o r  stoppcd. 

Con\-entional UNIS tools also refirsc to set any 
breakpoints in a prograni lvhile the program is run- 
ning. Again, the reason fbr this constraint is ~~n l<no \ \ .~ l .  
Parasight's deb~rggcr is able to insert brcnkpoi~~ts illto 
running programs, '1 f e a t ~ ~ r c  tliat is \raluablc in dcbug- 
ging error conciitions in real-time applicstions. 

Debugging Multiple Programs Parnsight's Debug, 
DataMon, and Paragraph components constitute an 
integrated set of tools capable of \vorking o n  one o r  
Inore applications sirn~rltancousl!~, as slio\\,n in F i g ~ ~ r e  
1. The Parasight main \vindo\\r displa!-s the programs 
(and any children they create) attached to Parasight. 
The ~vindow also provides a11 easy mechanism to 
acccss tlie Parasight tool for each specif c program. 

Monitoring Variables Constantly Parasight's DataMon 
tool allo\\.s the user to s i rnu l t aneo~~s l~~  nionitor thc 
\,ali~es of any local or global \.ariables in onc or more 
stopped or running programs. Parasight constanti!, 
monitors the \,alucs and slio\\ls any cliangc o n  thc 
DataMon displ'iy screen. DataMon is also cap~b le  
of displaying tlic minimi~m, maxim~lm, and avcrage 



Figure 1 
Pi~rasight's L>ebuggcr Working \\.it11 Fi1.c Tasks Simultaneously 

vnlucs attained h r  any variable. A scrolling history 
display along \\lit11 a time stamp is also available for 
solving transient problems. 

The variables to be monitorcd can be selected using 
the mouse on the Debug browser or entered into a dia- 
log box using thc I<cyboard. The DataMon graphical 
user interface has a point-and-edit capability, which 
allows the user to edit the mnemonic data (i.e., name, 
display format, value, location, or  cornmcnt) directly 
on the screen. The user can store rnncmonic lists on 
disk for fast retric\ral \\,hen required. Figure 2 shows 
a DataMon display screen. 

DataMon is able to monitor global data completcly 
and nonintrusivcly using the /proc service and uses 
a datamon-scanpoint to implcmcnt local data nioni- 
toring. Thc data1iio11-scanpoilit is attached to the 

DataMon database, \vhicIi is a sharcd riicmory region 
connecting all the scanpoints and the DataMon display 
program. The datarnon-scanpoints deposit the valucs 
of local data into the database for thc displa!~ program 
to sho\\~ on the screen. Datamon-scanpoints are also 
used to change the values of local data, depositing thc 
\,slue from the clatabase into the spccificd variable. 

DataMon uses the Debug tool's expression evaluator 
to parse the required mnemonic to dcrivc the location 
of the value to be displayed. This may include register 
access for local variables saved on  the stack. Multiple 
mnemonics can be monitorcd locally at thc same 
location since a data111011-scanpoi1it f~inction can trd- 
verse a list of  mnemonics to be monitored. 

Note that DataMon monitors data asynchronously; 
therefore, DataMon cannot guarantee to display every 



Figure 2 
The DataMon Display Screen with History Window 

value that the variables reach. For global data, 
Parasight records only the minimum and maximum 
values that DataMon sees. For local data, however, the 
scanpoint keeps track of the minimum, niasimum, 
and average values, so these can be guaranteed. 
Parasight can also monitor global data by using a 
datamon-scanpoint to monitor the value at a particu- 
lar line of code. 

On-the-Fly Execution Analysis Paragraph displays 
static source-code call graphs of  the application's 
progranis, illustrating the hierarchy of function calls, 
system calls, and statement-level control flon,. Point- 
and-click oper'ltions allo\\l the user to quickly view the 
source code for any program or function, thus simpli- 
fying the task ofanalyzing source code. Figure 3 shocvs 
a Paragraph call graph and browser. 

Figure 3 
Paragraph Call Graph and Browser 
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Call graphs are also used to define where to insert 
instrumentation in an application. The instrumenta- 
tion is used to perform execution timing analysis on  
a part o r  the whole of  one or  more of an application's 
programs. The instrumentation is inserted dynami- 
cally into a running program, without the need for 
source-level changes or  object code preprocessing and 
\\iithout significantly affecting the dynamics of a run- 
ning application. The inserted instrumentation may be 
deleted or added to at any time. 

Paragraph uses sensor-scanpoints to measure 
how long a hnction takes to execute. The sensor- 
scanpoint hnction is placed at a branch-to-subroutine 
instruction. The h n c t i o ~ i  takes a time stamp from a 
nanosecond-resolution timer before and after the 
instruction to note the exact time the function started 
and ended. The sensor-scanpoints are attached to  
the Paragraph database, a shared region accessible 
to the sensor-scanpoints and Paragraph. Data is written 
into the database each time an instrumented function 
is executed. The results of the instrumentation may 

be vielved immediately, even while the program is 
running. The graphical view shows each fi~nction call 
as it occurred in time. Each program has a different 
bar, so  the user can determine the relative time 
between hnctions called in different programs o r  even 
across multiple processors in an SMP environment. 
The zoom capability may be used to measure time peri- 
ods down to a siiigle microsecond. Figure 4 shows 
the Paragraph graphical display, called Bargraph, and 
the zoom capability. 

Data gathering is continuous until the instrumen- 
tation is removed, so  new data can be added onto  
the previous snapshot's view at any time. Multiple 
Bargraph windows can be used to recall previously 
saved timing data to easily compare current results 
with past results. 

The nanosecond-resolution timer used by Paragraph 
is derived from the process control counter (PCC) 
register available on  all Alpha microprocessors. This 
32-bit, free-running timer operates at the same 
rate as the microprocessor and therefore provides a 

Figure 4 
Tlie Paragraph Graphical Display, Bargraph, Sho\ving Zoom Capability 
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3.6-nanosccond-resolution tllncr o n  a 275- MHz 
Alpha C:PU. Unfortunately, since it  is only a 32-b i t  
timer, it wraps every 15.6 seconds. Paraslglit lcccps 
track o f  tlic \ \ rap  count  t o  create a 6 4 - b ~ t  tlmer that 
allo\\rs problem-fi-ee timing for Inore than 2,000 years! 

Adverse Effects 
Althougll, ideally, the Parasiglit tool set should 
be completely nonintrusi\,c and thus n o t  affcct the 
application in any way, such operation is n o t  c o m -  
pletely achie\,able for  all hnct ions.  Capabilities s i ~ c h  as 
inspecting (Debug) and monitor ing (DataMon) global 
\.ariables require n o  i n t r ~ ~ s j o n  t o  implenient; lio\\,e\,er, 
monitoring local \rariables ancl analyzing program cse-  
cution d o  require a small an1oi1nt ofintrusion. 

While most  real-time applications cannot  tolerate 
exceeding the  time available for the completion o f  
the task, they d o  have sonit: spare time available after 
completing the taslc. Wi thout  this spare time, the risk 
o f  exceeding the  deadline b e h e  program completion 
would be  t o o  great. This  spare time can be  used judi- 
ciously for the  mildly intrusive fi~nctions o f  Parasight. 

Summary 

This  paper discusses several capabilities required t o  
effectively d e b u g  and analyze real-time applications. 
These capabilities include debugging o f  running pro- 
grams, constant monitoring of\rariables, and on-the-fly 
esecution analysis. T h e  paper also details some o f  the  
problems associated with con\.cntional UNIS tools, 
such as the inability t o  d e b u g  running programs, the  
ad\,erse effects o n  target programs, the erroneous pro- 
filing results, and the cumbersomc operation. Encore 
Computer  Corporation's Parasight tool set offcrs a 
solution t o  tliese difficult problems. T h e  paper 
describcs the methodology behind the product and the 
capabilities that make P a r a s i ~ h t  an  in\.al~~ablc tool tbr 
debugging and analyzing ~.cal-time applications. 
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