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Editor's 
Introduction 

DIGITAL has pioneered many net- 
working developments in its 40-year 
history. A recent development, AltaVista, 
has captured the popular imagination, 
as evidenced by worldwide accesses, 
averaging IS million per day, t o  this 
Internet search engine. Introduced in 
1995, AltaVista indexing of the entire 
Internet w'is made possible by 64-bit 
VLlM Alpha technology. The  index 
proceeds today at a pace of more than 
6 million pages per day. DIGITAL'S 
Internet developments, llowever, 
g o  well beyond search hnctions. 
Business users need greatly irnpro\fed 
security and protection to integrate 
the pouw of Internet connectivity 
into their businesses. I t  is this need 
that is addressed in the papers on  
tunnels, tirc\vdls, and electronic mail. 
Additional papers in the issue feature 
high-perforri~ance, low-cost Alpha 
microprocessor- based workstations 
with unique design features, such 
as a single-chip core logic ASIC. 

"T~~nnel"  and ''firewall" are strong 
metaphors that developers use t o  
connote the land ofsecurity sofhvare 
necessary t o  protect business com- 
munications transmitted oiler the 
Internet. T ~ ~ n n e l i n g  protects data 
as it travels in the public Internet 
by providing secure encapsulation 
within the standard TCP/IP proto- 
col. Ho\vever, as Ken Alden and Tcd 
Wobber explain, additional security 
measurcs are necessary, specifically, 
cr!ytograpPhically secure encapsulated 
packcts. The  authors describe how 
sccurc ncnvork-level routing can 
be acliie\rcd by conibining tlle \vel l- 
known  technologies of tunneling and 
secure channels. The paper incli~des 

their experiences in deploying the 
AltaVista Tunnel within 1)IGITAL. 

Once data arrives-almost-at its 
destination, the fire\vall is a filtering 
router that determines which data 
packets will be allowed t o  pass from 
tlie public t o  the private network. 
Mark Smith, Sean Doherty, Ollie 
Lcahy, and Der Tynan compare types 
of  firewalls; describe tirewall functions 
such as alarm systems, authentication, 
and reporting; and present the design 
of the AlnVista Firewal l for DIGITAL 
UNIX. The  AltaVista Firewall com- 
prises both application-level and 
packet-filtering fi~nctionalin and 
i~nplements the pri~iciple "that \vhich 
is not espressly permitted is denied." 

The dc\lelopnient of the AtaVista 
Mail product is presented by Nick 
Sl i ip~i~an 3s a casc snldy in thc issues 
k i n g  engineers \vho design products 
fbr business users o f  the Internet. 
H e  relates several o f  the fundamental 
assumptions about engineering pro- 
jects that were overturned by the 
engineering team; for example, 
product definition had conventionally 
started nith the tecllnical issues to  be 
addressed and no\\. started instead 
\\it11 a product purchase price. FL~-ther, 
in an effort t o  ensure p r o d ~ ~ c t  sin1- 
plicity for the target customer, they 
imposed thc principle o f  simplicity 
througliout the project-simplicity 
in prcscntation, in design, in meth- 
ods, and in implementation. 

A low-cost, high-performance 
c\~orkstation has been designed by 
DIGITA.L.'s \\rorkstation engineering 
g r o ~ ~ p .  In the first of n \ ~ o  papers 
about tlie DIGITAL l'ersonnl 
Workstations, I(cn \\kiss and Iknny  

HOLISC ~ ~ S C L I S S  the primary reasons for 
initiating a \\rholly nenr design: simul- 
taneously t o  take advantage o f  new, 
high-performance memory technolo- 
gies and t o  implement at a low cost. 
A new, lo\v-cost core logic design 
was needed t o  hnct ion as the CPU- 
to-memory interface. The result, 
described by lleinhard Schumann, 
was the 2 1  174 single-chip core logic 
ASIC fix the Alpha microprocessor. 
1)esigncrs wcrc able t o  meet their 
own aggressive performance goals bv 
focusing on  reductions in the main 
memory latency that \vas attributable 
to  the nle1nor)1 controller su bsysrcm 
and by using as much of tlie raw 
bnndwicith o f  the Alpha 2 1164 
C:l'U's data bus as possible. 

Subjects for papers in the next 
issue of the . Jo~~rrza l incI~~de  tlhe 
parallel SCSI technolog)l, shared 
dcsktop sohvarc ,  and a Ihigll- 
performance debugger. 

Jane C. Blakc 
:Vfa nolgir rg Editor 

2 l , i~i~. \ l  Technical Journal Vo1. 9 No. 2 1997 



Foreword 

Paul J. Corniier 
Direclot- ~J'Engineering, Alto Vista 

The  products presented in this 
issue arc good examples of the res~tlts 
that can be achieved in exuemely 
short periods o f  time-six t o  nine 
months-\\.hen research, product 
de\relopment, and services groups 
work together t o  bring world-class 
products to  market. 

In the case of tlie Firewall product, 
research took the lead early, whilc 
the Intcrnet was still used almost 
exclusively by the scientific and tech- 
nical communiy. As one of  the ti rst 
F o r n ~ n c  500 companies to connect 

In this issue, we focus on  Internet t o  the Internet, DIGITAL quickly 
sohvare products that arc plirt of  the saw the threat t o  the security o f  its 
Alt<iVista portfolio. These particular network and, in response, members 
products are notable bec.luse oftlie ofits research group developed the 
fashion in which tliey have bcen initial firewall tcclinology. As with 
developed and brought to  market. Inany ir~novations, this technoloa, 

With the commercial Internct soft- \vas recognized by DIGITAL'S cus- 
\\,are industry moving quickly korn tomers as state-of-the-art and was in 
nonesistence to the most competitive turn demanded by them for their o\\.n 
and fast-moving industry in existence, uses. While this complex technolog  
engineers have recognized the need was still in its inhncy, DIGITAL 
for innovation at all stages ofproduct  Services was able to  deliver Iligh-end 
life. To succeed in Internct sohvare, security sojutions to  companies that 
engineers ~i iust  be innovators both desired to  conliect to  the Internet. 
in technology and in product devel- Not  surprisingly, these companies 
oprnent. Innovation begins with also needed t o  address the same net- 
the concept and continues tlirough work securitp issues that DIGITAL 
product development and on  t o  faced as a consequence o f  connecti~ig 
delivery to  the end user; and the t o  the public inti-astructure. Starting 
cycle con t in~~es .  with the firewall tec.hnology, the  

From die beginning of the Internet SEAL Firewall Service \\/as born, a i d  
revolution, DIGITAL lins bee11 a DIGITAL became one of the very ti rst 
signifcant player in Internct s o h \ l u e  Internet stcurit), software providers. 
and solutions development. The  As more  and more enterprises 
company's success is a t t r ib~~tab lc  connected t o  the Internet and 
to tlie many diverse and technically experienced the same s e c u r i ~  issues 
talented groups that are hcusing DIGITAL had bee11 facing, i t  became 
their resources o n  developing soft- evident that both firewall teclu~olog?l 
\\,are ;ind solutions for Intcrnet users. and the market were beginning t o  

mature. These factors cluickly led 
to  tlie DIGITAL AltaVista Firewall 
product. 

DIGITAL responded t o  this mar- 
ket demand quickly, initially nio\,ing 
the SEAL technology to a standalone 
product on  DIGITAL UNIX plat- 
forms. The same engineering group 
that developed the SEAL technology 
for tlie Services group sealiilessly 
movcd t o  product engineering, ti rst 
in the Internet Business Group and 
later t o  the AltaVista Group. This 
s~nooth  transfer of  esperience allo\ved 
DIGITAL t o  g o  t o  market aker a 
short, sis-month development cycle 
and t o  be one of  the first vendors t o  
offer a standalone, commercinl fire- 
wall product. 

Engineering has learned kom 
research and carried that kno\vlcdge 
and esperience through services and 
directly t o  the product engineering 
community. Moreover, engineering 
has adapted its process t o  stay com- 
petitive witlzin the Internet market, 
enabling DIGITAL to be a teclinol- 
ogy leader with the AltaVista Fire\vall 
product on DIGITAL UNIX and, 
more recently, on  the Windows N T  
platform. 

The  AltaVista runnel, o r  secure 
virtual private nenvork product (VPN), 
has siniilar roots t o  those of  the fire- 
\\la11 technology. Tunneling was born 
in rcsponse to  a need for visitors nt 
DIGITAL bcilities to  securely tra- 
verse the trusted internal nenvork 
with rrwtnrstedpackets. Again, the 
research community took the lead. 

With the tunneling concept 
re\,ersed, that is, access allowed ti-om 
the untrusted external network (the 
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Internet) to  the t r ~ ~ s t c d  corporate 
nenvork and with encryption added, 
the rudimentar)~ basis for today's 
product was put forward. 

The  ne\vlp formed Internet engi- 
neering group \\.as ready to take the 
technology and prototype for\\*ard, 
putting into action a new instance of 
the research-engineering partnership. 
As was the case with the tirewall, a tal- 
ented engineering group moved the 
initial product t o  ~narket  within six 
months. DIGITAL \\,as once a ~ a i n  
able to lead in tlie Internet space and 
claim tlie h s t  VPN prodl~ct  to  surface 
in the market, one that currently has 
Inany competitors. 

As nras also the case \vith the fire- 
\\(all, DIGITAL rccognized a good 
use of this technology to solve one of  
its own problems. The teleco~nrnulu- 
cations costs of moving the U.S.-based 
sales force t o  home offices and con- 
necting it back into the corporate net- 
\\,ark were becoming excessive. The  
iuformation ser\rices organization ran 
a pilot with 2,000 sales people, using 
local Internet connections and the 
Internet tunllel t o  au thenticate users 
to the DIGITAL corporate nenvork. 
Tlie solution \\,as perfect because the 
tunnel supplies the encryption capa- 
bility that ensures the privacy of con- 
fidential business darn as it traI1erses 
the public nenvork infr~structure. 

The  results o f the  pilot \Irere stag- 
gering in ternis of  the savings in 
telecommu~ucations costs and keep- 
ing our  internal nenvork secure. 
With this pilot in hand, information 
services moved t o  o f k r  the tunneling 
service t o  other internal groups as a 

\vay to sol\lc ~'>IGITAL's mob~le-  
\\~orkcl. prolde~n.  

I>IC;ITAI, Scr \~~ccs  has nlso hcgun 
to of'l>r [lie t~lnnel  product, couplcd 
\\,it11 information ser\;ices' pilot 
expuicnccs, as a solution t o  its cus- 
tomers-the same model used \\it11 
the initial fire\vall technology. 

As 1)IGI'TAL and the industry 
move fixward in using the Internet 
as 311 effcctivc business tool, standards 
arc emerging that IIIGITAL is hclp- 
ing to  dcf  ne. Future products are 
being dc\ecloped based o n  the stan- 
d a d s  and include features that allo\\. 
other companies, \ t h o  may hn\,e \,cry 
different security str~tcgics and poli- 
cies, to  takc advantage of thc  Intcrlict 
in a secure and productive manner. 

The model of research, product 
development, and ser\iccs ~ v o r k ~ n g  
together to  deliver uu~o~wi \ le ,  cutting- 
edge products and solutions that use 
the ~ ~ b i q ~ ~ i t y  of the Internet to  solve 
real-\\rorld customer problems \\ . i l l  
continue t o  expand DIGITAL'S 
Internet capabilities and offeri~lgs. 

A cornerstone of  the rescarcl1- 
~>w)di~ct-de\~eIopment-sei-vices model 
is the talent and mind-set of  the prod- 
uct engineering group. Tlie ad\lan- 
tagc of keeping intact the corc of the 
I n t c r ~ ~ c t  and AltaVista engineering 
g r o ~ p s t l i r o ~ ~ g h  the entire tcchno- 
logical cycle that I present licrc h,ls 
enabled the engineers to  react quicltly 
to  changing requirements and market 
conclitions. The group has consistcntl!~ 
responded with nvo major product 
releases per year and sonlc minor 
releascs needed t o  satisf\. a particular, 
signif cant denrand. 
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As has been proven with these 
products, the model that is good for 
the colnpany and for thc customer 
is one that inc l~~dcs  

Researchers incubating and 
piloting the technology in 
the labs 
Enginecrjng groups rapidly pro- 
tonlpu1g and dcvcloping product 
Services groups developing a 
repeatable solution for customers 

DIGITAL \\,ill continue t o  move 
technologies rapidly from research 
through products a ~ i d  011 to  so l~~aons ,  
thus accelerating the use of the 
Internet as a mainstream business 
tool and helping businesses take 
advantage of  the I~ l tc rnc t  and be 
competitive in thcir o\vn markets. 



The AltaVista Tunnel: 
Using the lnternet to 
Extend Corporate 
Networks 

The public lnternet has become a low-cost 
connection medium for joining remote employ- 
ees or offices to a private intranet and for per- 
mitting impromptu high-speed connections 
between business partners. This connectivity 
is offset by a significant loss in security. The 
AltaVista Tunnel, a DIGITAL product, offers 
secure network-level routing over lnternet 
connections by combining two well-known 
networking technologies: tunneling and secure 
channels. This paper discusses the design and 
implementation of the AltaVista Tunnel and 
describes our experience in deploying the 
product within DIGITAL. 

I 
Kenneth F. Alden 
Edward P. Wobber 

Tlie public Internet is fast becoming a ubiquitous and 
inexpensive medium for connecting remote employ- 
ccs or  oftices to n prixatc intranct o r  for permitting 
impromptu Iugh-speed connections betcvccn business 
partners. This gain in connectivity is offset by a signifi- 
cant loss in secilrity, however. The Internet is notori- 
ous for electronic break-ins and eavesdropping. 

The AltaVista Tunnel, a DIGIl'AL product, offers 
nenvork-layer routing over secure Internct conncc- 
tions. This allows, for example, a mobile user to  con- 
nect sec~~rely to his or her corporate nenvork using the 
Internet. Sirnilarlp, a corporate ncnvork can employ 
the AltaVista Tunnel to  securely link remote offices 
with Internet connections. Although our product uses 
the Internet for packet transport, all traffic is encapsu- 
lated within cryptographically sccured connections. 
Rccausc the AltaVista Tunnel is a nenvork-laycr 
router, client applications can run ~vithout ~tlodifica- 
tion. Moreover, our product is firc\vall independent 
and tllercfore can be used in conccrt wit11 most com- 
mon fircwalls. The AltaVista Tunnel supports both 
static conrrections to  remote officcs and intennittcnt 
connections to single-user machines. Currcntlp, imple- 
mentations exist for the UNIX, Windo~vs 95, and 
Windo\\.s NT platforms. 

In this paper, u7c begin with an overvie\\r of the ben- 
efits and pitfalls presented by using the Internet for 
private nenvork connecti\rity. Nest, we describe the 
design of the ncnvork protocol ~ ~ s e d  by the AltaVista 
Tunnel, with a particular focus on the security concerns 
that led to this dcsign. We then discuss how we irnple- 
~ncnted our dcsign. Finally, we briefly describe our 
cxperic~lce deploying the tunnel product in a large cor- 
porate nct\vork, provide performance data, and discuss 
some of the security risks this technology entails. 

Overview 

Before the Intel-nct became pervasive, corporate nct- 
\\larks \\.ere built from leased and di,ll-in telepholic 
lines. Such nenvorks carried substantial costs for both 
communications equipment and telephone service. 
Usually, security relied on the inaccessibility of the 
physical mediuln, and over the years, the risk ofuliretap 
has proved to  bc slight \vIlen compared to pass\vord 
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o. acung -1 ' or  other higher-le\rel nttack. The reason for 
this is that most teleplionc systems are both proprietary 
and centrally managed, and tlic)~ are therefore not easy 
to subvert in tlic large \vithout a su bstantial budgct. 

The Internet brings opportunity and challenge to 
the modern corporate network designer. Global con- 
nectivity makes it possible to replace cspensivc leased 
lines and coniniunications equipment with Intcrnct 
connections. However, such connections laclc the 
physical security of telephone lines. Furthermore, 
direct connection to the Intcrnct poses uumcrous, 
\ilell-documented security problems. Consecluently, 
man!, organizations find it necessary to isolate tlieir 
private nctworl<s behind fire\\lalls-filtering routers 
that p1'1cc constraints o n  packets allo\\,ed to pass 
bcnvecn protected and public nctcvorlcs. The policy 
decisions made in conf ig~~r ing fi rc\\lalls nl\\~a!rs in\,ol\.c 
a difficult trade-off benvccn security and fi~nctionnlity. 

Cryptography makes it possible to eniulate   no st of 
the properties of physically secure wire using Internet 
connections. When encnpsulatcd at a sui ta ble protocol 
Ic\lel, cr~~ptographically secured data can bc allo\ved to 
tm\,ersc fireu.alls \\.itlio~~t substantiall!, \vc:ikcning 
security policy. Ho\ilever, the encapsulation protocol 
must require n o  implicit trust in tlie router nodes and 
links that niakc LIP the fabric of the insecure network. 
To  solve tliis probleni, tlie protocol employed by 
the Alt~Vista Tunnel uses a synthesis of t\\.o \\fell- 
i~nderstood ncn\,orlung constructs: tunneling proto- 
coIsl and sccure ch3nnels.' 

Protocol Design 

In computer neni~orks, tunneling is the act of cncaps~l- 
lating one communications protocol within another. 
For example, a DECnet-in-IP tunnel might transport 
DECnet datagrarns over an Intcrnct Protocol (11') net- 
work  sing IP datagram. In tliis armngemcnt, IP 
datagrams act only as a transport ~~leclianism-tlicre is 
n o  need for the active nodes in the IP network to inter- 
prct or  to manipulate tlie cncapsulatcd 1)ECnct pack- 
ets. A tunnel alone, however, cannot guarantee that an 

intermediate nodc (11n7an-in-the-rniddlc") \\,ill not 
intentionally read or  moditj  the data portions of  tun- 
nclcd packets. To prevent such i~nwa~l t cd  tampering, 
\\.c cryptographically sccurc encapsulated packets for 
passage over the public network. Abstractly, data 
passed over tliis sccure chan~lcl appears once and 
only olicc at tlic rcccivcr as scnt by the sender. 
Furthermore, an attacker observing thc public net- 
\\.ark cannot read this data. Thus, tunnel cncapsula- 
tion ensures that private-ncn\~orlc datagrams cannot 
intcl-act with thc routing algorith~ns of the public net- 
\vork, \vhcreas sccure channels guarantee that tlic tun- 
neled datLi arrivc intact fiom an ii~1tl.1entic3ted source 
ancl that privi~cy is ~ ~ ~ a i ~ i t a i n c d .  

Figure 1 dcpicts a secure tunnel in operation. Nodes 
A and R arc t l~nncl endpoints, that is, pacltct routers 
thnt for\\pnrd to iind fro111 tunneled routes. Node A 
processes datagrams in private ~~cn \ ' o r l<  X and dcter- 
mines which, if any, should be routed to private net- 
work Y. Node 4 then encnpsulatcs all s ~ ~ c h  datagrams 
and sends tlicni sccurely across its tunnel connection 
to node R .  Node B checks the integrity ofeach trans- 
mission and then decapsulatcs and for\\.ards the 
datagrams to ncnvork Y. 'The process is syrnrnctric, 
although this is not  picti~rcd. 

.rhese mcthods can be used to  connect any sort of 
private ncnvorl<; liowe\cr, our product is specif tally 
designed to conncct TP ncnvorks by tunneling 11' data- 
g m ~ ~ i s .  Gi\,cn thc dominance of 11' in the ncnvorlc rnar- 
Icctplacc, the choice of nemork type is casht. The choice 
of protocol from \\.liicb to construct t ~ ~ n n c l ,  colincc- 
tions is mol-c dit'ficiilt. 'Tlicrc arc three obvious can- 
dicintcs: Il', User 13atagrnm Protocol ( U D P ) ,  and 
71'r,insmission Control Protocol (TCP). 

Since IP is a ncnvorlc protocol, there is no  notion of 
port-level addressing. This implies that IP-in-11' tun- 
nels must be implemented \,er!l close to the oper'iting 
system, and any mul t ip lc~i~ig  of ti~nncl connections 
nii~st  be explicitly added. Since our goal \\,as fix our 
tunneling product to be fi rc\vall ~ ~ n d  opcrnting systcni 
indcpendc~~t ,  \ve rcjccted 11' in fiivor of n higher-lc\d 
protocol. 

Figure 1 
A Sccurc Tunnel ill Operatio11 
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Tlic choicc between UDP and TCP depends on 
\vhether datagrams o r  byte streams best apply to tun- 
neling. Since our application is inherently connection 
oriented, TCP offers a natural fit, while any UD1' 
design ~ i i i ~ s t  illclude an explicit means for reliable con- 
nection maintenance. In addition, byte streams elinii- 
natc constraints caused by packet boundaries, so  
fragmentation and maximum size determination pose 
few difficulties. Furthermore, byte streams enable 
forms of cryptography and data compression that 
would be awkward to implement using datagrams. O f  
course this flexibility does not come without cost. TCP 
adds an cxtra layer of reliable transmission, and per- 
packet headers are large. 

The previous discussion lends n o  clear advantage to 
either protocol option. We chose to  implement the 
AltaVista Tunnel using IP-in-TCP in order to simplify 
firewall security policy. As sho\vn in Figi~rc 2, a tunncl 
connection usually traverses at  least one fire\\rall. In 
practice, a tunnel virti~al connection is composed of 
se\~eral distirlct TCP connections laid end-to-end. 
Wherc TCP connections meet, there is a bidirectional 
relay process that shuffles packets in either direction. 
Such a relay scrvice is included with most firewalls..' 
We also offer an intelligent relay that participates in the 
tunnel connection protocol and therefore allo\vs niorc 
flcsibility in choosing destinatio~l endpoints. 

By using TCP connections and relays, we minimize 
the policy changes required to permit tunnel traversal. 
All that is necessary is to enable TCP connections 
between the tunnel endpoint, which is on  the private 
nenvork, and the relay, which is just outside the fire- 
wall. (Note that relays are logically outsidc the firewall, 
although they might be implenientcd on tlie firewall 
machine.) Whether a generic or  an intelligent relay is 
used, firewall-traversal connections always originate 
011 a locally controlled nenvork. FLII-thermore, TCP 
connection requests are infrequent, and therefore 
TCP traversals are more tractable to  log at the firen,all 
than are datagrams. Although the fire\;vall industry has 
b e g ~ ~ n  to develop standards for IP-in-IP tunnels,) " our 
choice of IP-in-TCP gives 11s the clear advantage 

that tunnel endpoints need not be packaged with 
or  dependent on a specific fire\vall implementation. 
Eventually, the emerging standards nlill probably pre- 
vail for static tunnels; howe\w-, n o  standards exist for 
transicnt (niobilc) users and our solution remains 
quite viable. 

Implementation 

As with many tunnel implementations,' we provide 
tunneling by tricking the operating system's routing 
layer into forwarding packets to  an emulated  letw work 
device. This device does not transmit packets directly, 
but rather it encapsulates them as data within a higher- 
level protocol. The AltaVista Tunnel implementation 
contains three major components: the tunnel applica- 
tion, the protocol handler, and the pseudo-device dri- 
ver. The main f i~nct io~l  of the tunnel application is to 
interact with the user o r  system administrator and to 
modifjl the system routing tables to make tunneled 
routes available. This code also maintains a database of 
acceptable partner endpoints and matching crypto- 
graphic keys. The protocol handler implements the 
tunnel encapsulation protocol and all associated cryp- 
tography. The pseudo-device driver is responsible for 
redirecting pacltcts From the local IP stack to the 
encapsulation protocol handler and \ 'ICC ' versa. 

Figure 3 sho\vs ho\\r the components of the 
AltaVista Tunnel cooperate to process tunneled IP 
packets. The diagram depicts a single-user client and a 
tunnel server. Although the same basic structure 
applies to all tunnel endpoint s o h a r e ,  there are sub- 
stantial differences bchveen single-user and server con- 
figurations, and between the UNIX and Windows 
implementations. For example, tlie single-user version 
usually runs only while the user is actively connected. 
O n  the server side, the tunnel application is a daemon 
process that continuously waits for connection requests 
and services existing connections. The following three 
sections discuss the individual system components in 
detail and, where appropriate, point out the differences 
between the vxrious s o h v x e  configurations. 

SINGLE-USER TUNNEL 
TUNNEL 7 RELAY 7 FIREWALL-, r SERVER 

Figure 2 
Tu~~ne l  with Intelligent Relay 
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Figure 3 
System Components and Data Flo\v 

The Tunnel Application 

The primary fi~nction of the tunnel applic;~tion is to 
present a user interface (UI) .  Although each instantia- 
tiori of the user interfi~ce is slightly different, the h n c -  
tion of tlie application remains the same. The 
AltaVista Personal Tunnel '97, a single-user configura- 
tion, offers a straiglitFor\vard graphical user interface 
(GUI)  (see Figure 4)  that allo\vs the user to register a 
set of target tu~inel  servers, select fro111 this set, and 
then establish and tear dorvn connections. The 
emphasis is on  simplicity. A tunnel connection may be 
started from either a command line illterfacc or  tlie 
GUI. If the GUI is used to start a tunnel, the GUI win- 
dow can be minimized and ignored until the end of 
tlie tunnel session. The application logs all interesting 
e\lents, reflects current state through the user inter- 
face, and notifies the user of exceptional events. In  this 
configuration, only traffic From local applications is 
directed over the tunnel, and n o  inbound tunnel con- 
nection requests are accepted. 

I n  the server conf guration, the ti~nnel application is 
significantly more complicated. The primary function 
of tlie server code is to restrict tunnel access to autho- 
rized clients. T o  achieve this, the server application is 
~ l s o  responsible for issuing cryptographic credentials 
and maintaining an ai~thorization database. I n  addi- 
tion to accepting connections, a tunnel server is capa- 
ble of initiating them. In  the "worlcgroup" t i~nnel 
configuration, mro servers cooperate to maintain a 
permanent connection, for example between a corpo- 
rate nenvork and a remote office local area network 
(LAN). A tunnel server is a full-fledged router-its job 
is to for\vard packets froni the protected network into 
the tunnel and vice versa. We offer servers for both the 
UNIX and the Windows NT environments. 
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Routing 
As mentioned in the Implementation scction, our tun- 
nel works by manipulation oftlie system routing table. 
In some en\lironrnents, such as Wi~idows 95, there is 
n o  fully integrated notion of packet routing (sorne- 
times called IP forwarding). However, there is support 
for multiple network de\ices. Each nenvork device has 
a uniquely assigned IP address so  that the IP stack can 
determine \vliicli device to use \vlicn transmitting 
paclcets. The AltaVista Tunnel pseudo-dcvicc appears 
to  the operating system as just another network 
device. There is a one-to-one relationship between 
tunnel connections and pseudo-devices. During con- 
nection establislime~~lt, the tunnel application activates 
a pseirdo-device nnd modifies thc routing table to  
include any newly reachable private ncnvork or net- 
works. The application then restores the original state 
upon termination of the connection. 

The tunncl server is implemented in a richer routing 
environment. Each server typically routrs an entire IP 
class-C subnetcvorlc (254 addrcsses) but may support 
partial subnetcvorlcs or niultiple nctcvorl<s as well. A 
t i~nnel server can lnaintain multiple connections, and 
this is accomplished by assigning a difyerent IP address 
to each pseudo-devicc/tunnel connection. IP pseudo- 
device addresses at both cnds of the tunncl are assigned 
dyna~nically or  statically froni a pool of' 11) addresses 
controllcd by tlie server. The operating system, com- 
bined with a routing management program such as 
gated,' performs all l~ecessary route propagation. As 
discussed in the next section, each tunncl user can be 
restricted to a specific set of IP addresses. 'This approach 
allows nenvork managers to establish routing policy 
based on user class. To  obtain fine-grain control over 
a given tunnel connection, the server can J s o  run a 
packet-filtering program such as screen# to restrict the 
IP protocols entering and exiting that tunnel. 



9/04/97 08:44:23] Lu11lk.itig up h i~s t  address ir~formatiun ... 

9/04!97 ilt::44:2,1] Starting turlnel to C:RL.digital.c~m . . .  
!3lD4/97 08: 44: 343 Cunnected, now autti~:~rizinq.. . 
3/04/97 08:44:35] Authlc~rized, loading p s e ~ ~ d o  adapter ... 
9i04197 08:44:35] Pseudo adapter initialized. 
9/04/57 08: 44: 351 Tunnel up, client l P address is: 1 6. 1 1 .16il. 63 

Figure 4 
The AltnVista l'crsonal Tunnel '97 User Interfncr 

Key Management and Access Control 
I n  practice, a secure channel protocol is only as strong 
as the techniques it employs for ~iaming and ltey distrj- 
bution. In the AltaVista Tunnel system, wc must name 
both tunnel servers and human users. (Tunnel users 
must be a~rthenticated by name, not by I P  address, 
since many users acquire IP addresses dynamically tioni 
their Intcrnet service provider.) Bccause no ubiquitous 
infrastructure exists to support sucli a namespace, our 
s o h a r e  currently assumes a flat, server-specific nam- 
ing structure, much in the style of PGP.' We use MA 
public-key cryptographyl"to establisll sccurc connec- 
tions. Each tunnel endpoint maintains a key filc that 
contains scqilence of names and matching public 
keys-one (name, key) pair per potential destination. 
Each key filc also contains the password-encrypted pri- 
vate key of its maintainer. The key file is signed by this 
private Itey to prevent tampering. Notc that the coln- 
prornise of any given (nonser\/er) Icey fi le does not 
affect the security of other endpoints. Although we 

could have obtained a sirni1a.r result rvitli symmetric Itey 
encryption, we belie\~c that the current design will 
allow our system to scale up gracefully through the 
addition of public key certification. 

When a new user is registered, the tunnel server 
generates a new M A  Itcy and ltey file for that user. :The 
user's public Itcy is inserted into the server's Itey file, 
and conversely, the server's key is inserted into tlie 
user's key file. To obtain enough randomness for key 
generation, we carefully measure the elapsed time (in 
machine instructions) to perform each of  a sequence 
of disk seeks. These resc~lts are then hashed to provide 
a seed for a pseudorando~n nu~liber generator. There is 
substantial evidence that the air turbulence behveen 
hard-disk heads and platters contributes sufficient ran- 
domness for such purposes." 

Both single-uscr and server tunnel applications use 
key files, and tlie credentials stored therein, as a rnini- 
mum requirement for successful authentication and 
authorization. Our  server sofnvare places additional 

Digital Technical journnl  Vo1.9 No. 2 1997 ! 



constraints on incoming connection requests. In addi- 
tion to recording a new user's public key, tunnel 1. A sends to B: A, B, (P,,,,), KI, '(S,,) 
servers maintain a small set of tunnel configuration 2. R sends to A: B, A, {PI,,}, I<, '(St,) 
parameters for each user. These parameters define tlie 
range of  IP  address pairs that can be assigned to the A and B compute: Pk = Best ((P.,,.) A (P I , ] )  
server and client pseudo-device, the set of network A and B compi~te: S = S,  @ Sl. 
routing entries that are passed from server to client at A and B compute: K = Reduce (PI, S) 
tunnel formation, and the minimum level of  encryp- 
tion strength perniitted for a tunnel connection. Figure 5 

Creating or initiating a tunnel connection can be a Tunnel Key Eschangc Protocd 

comples task, considering the network path thc t ~ ~ n n c l  
connection might tr;l\/crsc. Tliis path can incl~tde nvo 
intelligent relays, any number of generic TCI'/IP 
relays, and a final tunncl endpoint. Requiring the user Figure 5 describes our  Itey exchange protocol; K 1 (  ) 

t o  remember such a path would have made the tun- signifies encryption with the public component of  an 

nel esceedingly difficult to operate. Therefore, thc RSA key pair. Suppose tunnel nodes A and B wish to  

AtaVista Tunnel stores this information in an external share an encryption key. Both can determine their 

configuration file. Each ne\il user recei\lcs both a con- partner's public ltey from their local Itey file. As shown 

figiiration file and a key file to initialize a ne\\lly in Figure 5, node A invents a random number S,,, 

installed tunnel application. These files provide all tlie encrypts it \\~itli node B's p ~ ~ b l i c  Itcy, and sends it t o  

data necessary to run the tunnel application-the uscr node 13's netulorlt address. This message also i~lcludes 

need only press the connect button. {P,,,,], a set of proposed cryptographic algorithms and 
key lengths that node A considers acceptable for c o n -  

The Protocol Handler municating with node B. Upon receipt of message 1, 
node B similarly constructs and scnds response 2 .  

The Alta"ista Tllllne] protocol handler is I-esponsible A and pk, a 

for establishing secure virtud connections benveen tun- choice of  ltcy length and algorithm, by intersecting 

nel endpoints and for encapsulating and tr<insmitting sets {P,,,) and {PI.,} and then selecting the best available 

redirected IP pacltcts as data. These connections are vir- option using an a priori ranlung. Both parties can also 

tual in that they are composed of several distinct TCI' c o n i p ~ ~ t c  S, a shared Itcy sccd, by dccryption and 

connections joined by relays. Upon tlie establishment of exclusi\~c OR. Finally, nodes A and B can produce a 

each new virtual connection, the tunncl endpoints shared key by seducing the shared sccd to  a Itey in a 

engage in a dialog to agree on security parameters for manner specific to PL. For simplicity, this protocol is 

that connection. For our purposes, a secure conncction executed for every new connection, and by default, a 

must have at least the folloning properties: new connection is established e\.cry 30 minutcs. Tliis 
technique guarantees that the active key is updated 

Autlienticiy-Data rccei\ied over the channel orig- freqllentlV. 
inates at a Itnown sender. Our  protocol succceds because only node B can 
Integrit)l-JJdta rccci\~ed over the channel canllot decrypt message 1, and only liodc A can decrlrpt rnes- 
be modificd in transit. sagc 2. As a result, both parties can bclicve tlint I< is 

Exactly-once delivery-Each datum is received once kno\vn only to each other. An intcrnlcdiatc node can- 

and only once. not  control tlic negotiated key by intercepting mes- 
sage 1 and thcn retransmitting a modified version to 

Pri\tacy-An attacker nlay not learn the contents of  node B,  ( N ~ ~ ~  tllis represents a dcnial-of-ser\,ice 
transmitted data by observing the network. attack.) Both node A and node B, howc\rer, must take 

We use cr)iptogmph!i to prolride these As some care in choosing their algorithm proposals. An 
discussed i n  the prc\iiolls section, I<cy files form the internicdiate node can force the resultant connection 
long-term basis for trust benveen tunnel cndpoillts. parameters P to be the weakest proposal jointly accept- 
Prior to transmitting data, the parties nlLlst perform able to both parties. This problcni W O L I I ~  be elinii- 
nlutual authentication and agree on a kejt length, a set nated if messages 1 and 2 were cryptographically 
of cryptographic algorithms, and a shared encryption signed at their origin. 
key. I t  is important that keys be negotiated periodi- Once the kcy cschange is coniplctc, it is easy to see 
 call!^, since this minimizes tile benefit an attacker call ho\\' to achic\.c the essential propertics of secure con- 
g ~ i n  from brealting a specific kqr. In the currcllt nections. We sign all transmitted data by appending 
Alt;lVista Tullllel, pcrforll1 the very I<e)i the o i ~ t p u t  of a keyed hash fi~nction under I<, where a 
cschange sho\\ln in Figure 5." Iteyed hash fiinction (such as the one described by 
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IO-a\vcyzlt et al.'?) is a cryptographic hash of data that 
incorporates a shared secret. This signature guarantees 
the 3uthe~lticitp of the data (more specifically, the 
signer ~iiust  Itnow I<) and ensures tliat any in-transit 
modification will bc detected. Once-only delivery is 
g~~arantced by including a n~onotonically increasing 
seqilcncc number in t11c lceycd hash. Since TCP 
sequence numbers arc not secure, an attacker c o ~ ~ l d  
other\visc insert previously sent data into the data 
strcani. Finally, privacy is obtained by applying a sym- 
metric cipher, such as the RC4 a l g o r i t l i n i , ' ~ ~  all tun- 
neled datagrams using K to initialize the keying 
material. Note that since our  transport is reliable, hav- 
ing no missing data or  out-of-order delivery, it is easy 
to use a stream cipher for this purpose. Similarly, com- 
prcssion state can be maintained over the lifeti~nc of 
a connection. This allo\ils for efficient compression of 
data prior to encr)!ption, although \ve have yet to 
implement this. 

To  implement virtual conncction establishment and 
data encapsulation, we segment the data stream into 
typed command frames. Using these command frames, 
we implement a straightforward protocol for relay 
acti\.ation, conncction establishment, key eschangc, 
data transn~ission, failure detection, and conncction 
tcardo\vn. Since tlie data stream is reliable, this proto- 
col js quite simple. Morcovcr, the data carried by key 
exchange packets is opaquc fro111 the point of  view of 
the connection protocol, and key eschangc can 
encompass multiple round-trips. Therefore, the basic 
nicclianisni we use to cstablisli tunnel connections 
should support other fc)rms of cryptographic crcden- 
tials and negotiation as nc\v standards for naming, 
trust management, and lkcy cxchange emerge. 

In the UNIX server, the protocol handler is imple- 
mented as part of thc tunnel server daemon, which 
runs in user space. In the Windows environment, we 
found that tunneling could not be implemented in user 
space. Under certain circun~stances, the Windows file 
system can perform remote operations while holding 
critical systelii locks. Sjncc tlie tunnel application can- 
not run while these loclts are held, deadlock ensues. 
Therefore, we iniplcnicnt thc Windows protocol lian- 
dlcr in kernel space, alongside the pseudo-dcvicc drivcr. 
This approach also improves performance by elinlinat- 
ing the need to copy data to user space. 

The Pseudo-Device Driver 

In the AltaVista Tunnel, the pseudo-device driver's 
sole pilrpose is t o  redirect outgoing IP packets to tlie 
tunnel protocol handler and to rc~ntroduce inconing 
packets f r o ~ n  the protocol handler to tlic IP  stack. 
Oncc the tunncl nppl~cnt~on has set up and autlicnti- 
catcd a tunnel conncction, ~t activates the pscudo- 
devlce driver to enable r cd~rec t~on  of the tunncl 
packets into and out of the connection. During activa- 

tion, the IP stack recognizes thc new nenvork device 
and updates tlic routing table to  reflect any newly 
available routes. 

Because of  differences in networking architecti~res, 
the implc~iicntat~on of this driver is very simple on the 
UNIX platform and quite complex on tlic \i\i~ndows 
95 and W~ndo\v  NT platforms. Our init~al attempt to 
iniplcmcnt the Windo\\* pscudo-device emulated an 
Ethernet LAN. ?'his design became overly baroque 
due to the need to  ernulate LAN services such as the 
Address Resolution Protocol (ARP)." Recently, the 
pseudo-dev~cc In AltaVista Tunnel '97 \\!as redesigned 
to closely resemble a dial-up network adapter, thereby 
eliminating the nccd for LAN emulat~on. \Vc describe 
all these implementations in this section. 

UNlX Pseudo-Device 
O n  the UNIX platform, the pseudo-device drivcr is a 
straightfor\vard emulation of a network device. The 
back end of this nenvork device com~iiunicates wit11 a 
user-level process through a socket interhce. 'l'lie sim- 
plicity of this design conies kom tlie fact that the UNIX 
IP stack delivers packets to  network devices without 
additional encapsulation. Since the physical device lapcr 
takes care of E t h e r ~ ~ e t  Media Access Control (MAC) 
encapsulation, the enlulated network de\,icc docs not 
have to deal with complexities such as ARP"process- 
ing. The UNIX tilnnel application uses tlic ifconfig 
program to activate the pseudo-device, assign an IP 
address to the device, and insert the address into the 
routing table. 

Windows Pseudo-Device 
The  first release of thc Windows 95 tunnel pseudo- 
device was considerably more complex than its UNIX 
counterpart. Under the Windows operating system, 
most 32-bit ncnvork device drivers arc iniplcnicnted 
using the Ncnvork Device Interface Specification.'" 
This application programming interface (API) is tai- 
lored to handle physical devices, not abstract IP inter- 
faces. In tlie W i n d o ~ a  environment, the network stack 
must have considerable knowledge oftlie physical net- 
work. For example, the staclc must implcriient the 
MAC protocols ncccssary to transmit a packet on a 
supported medium. As a result, our initial implcnien- 
tation of  a nenvork pseudo-device emulated a com- 
plete Ethernet LAN, including a gateway host that 
provides ARP and dynamic addressing services, as 
shown in Figure 6. 

Every Ethernet device has a i~nique hardware or  
MAC address. When IP packets arc sent over the 
Ethernet, they arc transmitted using these liard.r\~are 
addresses. IP packets with a destination address off the 
local LAW must be sent to a gatcway host router 
located on the LAN. The tunnel pseudo-device creates 
an illusion of tlie coniplete LAN, including tlie gate- 
way host, within tlic device driver and 3ssigns the IP 
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Figure 6 
Cont~.ol Flow in tlie Windo\vs Pseudo-l)ev~cc 

address of the remote tunnel server pseudo-device to 
this emulilted host. The IP staclc is fooled into believing 
there are two nodcs on  the emulated nen\rork LAN- 
the tunnel client, which provides the local node, and 
the tunnel server as the gateway host to the tulrrl net- 
\vork or ncnvorks on  tlie otlicr side of thc  tunnel. 

When tlie IP stack prepares to  transmit a packet, it 
mi~s t  Icnocv the MAC address o f the  destination o r  thc 
gatc\va)r host. If tlie stack does not luio\\l the lMhC 
acldress, it transmits an ARP packet to the pseudo- 
clcvice. Tlie pseudo-dcvice responds only to AN' 
requests for the gateway host MAC addrcss. To resolve 
this ARP request, the driver includes the f~~nctionalit)l 
of an ARP server. Note that the MAC address must 
be unique to prevent a conflict with the MAC address 
o f u  real device. Clearly, no  Ethernet device will ever 
contain a lMAC address of 08-00-2B-00-00-01 or  
08-00-2B-00-00-02, which are the first two Ethernet 
addrcsscs that Digital Equipment Corporation ever 
assigned. I n  the AltaVista Tunnel, tlie first of  these 
addrcsses always serves as the pseudo-device MAC 
address; the second serves as the MAC address of the 
gateway host. 

Tlie net\.vork psc~tdo-dcvicc in AltaVista Tunnel '97 
is simple by comparison. With help from Microsofi, 
our implernentation is now able to emulate 3 Windows 
dial-up adapter rather than a LATV. Dial-up adapters 
are treated specially by thc Windowls IP  stack. N o  ARP 
packets are dircctcd at  dial-up de\,ices, only one emu- 
lated address must be niaintained, and information 
about gate\va\a and clynamic 11' addressing can be 
supplied clJ io-  link establish~nent. This, of course, 
perfectly matches tlic tu~~nc l ' s  operating environment. 
Tlie control tlo\v outlincd in Figure 6 correctly 
describes the opcration of this nc\v pseu.do-device 
implementation; howc\ler, as noted, ARP and dynamic 
address emulation is no  longcr required. 

Dynamic IP Address Binding 
Each tunnel is unicluely identified by the IP addrcsscs 
assigned to the pseudo device at  each endpo~nt .  The 
tunnel server uses a separate pseudo-device for each 
active tunnel. The tunnel server i~nplementation could 
have used a single IP addrcss and pseudo-device for 
multiple ti~nncls, because each cl~ent is unaware of any 
other's ex~stcncc. Ho\\le\~cr, that \vould have required 
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additional rout ing complexity at  tlie tunnel server. By 
i ~ s i n g  unique address pairs, the routing tables 011 both 
the client and server can be maintained easily ~ \ / i t I i o ~ ~ t  
platform-specific sofnvare. This  design also permits 
conventional pacliet filtering 011 the tunnel server. Tlic 
tunnel address space can be a valid, exten~al ly visible o r  
hidden nenvork, thereby supplying an almost i ~ n l i m -  
ited number o f  addresses. 

To facilitate a very large 11~11iiber o f  registered users 
for any given tunnel server, we in ip len~ent  dynamic 
reuse o f  address pairs. Since dynamic addresses arc 
negotiated at connect  time, we need t o  bind IP 
addrcsses t o  pseudo-devices ~ f t e r  tunnel connection 
establishment. F o r  the  Windows platforni, we  use the 
Transport Driver Interface ( T D 1 ) ' f r o l n  Ivithin the 
p s e ~ ~ d o - d e v i c e  driver t o  perform both  dynamic 
address assignment and routing table modification. 

Performance and Experience 

Tunneling does add overhead t o  data transmission. 
This overhead falls into two categories. First, the 
encapsulating T C P  connection adds network overhead 
by introducing an extra level o f  framing, plus any 
ackno\irledgnient and retransmission traffic tliat is 
recluired t o  support relinble deliver!/. Second, cryptog- 
raphy adds t o  the per-packet processing cost, although 
this does not  generallv become significant a t  l o ~ v  
speeds. M o r e  t o  the point,  transmission o f  encrypted 
data defeats tlie compression present i n  many modems. 

T h e  most significant perfor~iiance impact is observed 
\vlicn using the Telnet protocol. Because this protocol 
sends few characters per packet, the encapsulation over- 
lhe~d is quite Ihigh. In addition, the o\terall ncnvorlc path 
bct\.\/een Telnet client and server can be long enough t o  
make character echoing sluggish. Remember that the 
round-trip net\.\,orl< path may pass through at  least two 
tunnels, a fire\vall, and potentially several other  routers. 
TIILIS, t o  properly support intcracti\ie applications, it is 
essential t o  choose an Internet path s o  as t o  minimize 
the round-trip latency t o  the destination network. 

T h e  performance is considerably better for nonin-  
tcractive applications such as File Transfer Protocol 
(FTP) o r  Hypertext Transfer Protocol ( H T T P )  where 
packets are iisually filled t o  capacin. T o  prevent IP 
packet fi-agnientation, the tunnel pseudo-dc\ricc 
reduces the  niaxinium tmnsrnission unit size by the  
amount  o f  the  encapsulation overhead. For  fill l pacli- 
ets, tlie encapsulation overhead is less than 5 percent.  
We have observed a peak rate for tunneled FTI' f l e  
transfers as high as 6 . 4  megabits per second. This rnea- 
surement  \vas performed over an unloaded s\vitcIicd 
Ethernet  between a 200-megahertz  ( M H z )  Pentium 
Pro client running Windows N T  version 4 . 0  and a 
3 0 0 - M H z  DIGITAL AlphaServer system running 
DIGITAL U N I S  version 3.2.  In this case, the FTP client 
and server programs ran 011 the  t ~ ~ n n e l  endpoint  

machines. Without  using tlie tunnel,  the same config- 
uration produced th roughput  averaging 8.8  lieg gab its 
per  second. This translates t o  a tunnel throughput  effi- 
ciency o f  about  7 3  percent. In  both tests, processor 
usage never exceeded 5 0  percent. 

In another test, \ye used two 1 5 0 - M H z  AlphaScrver 
s!/stems running 13IGITAL U N I S  \,ersion 3.2 as tunnel 
endpoints.  This tunnel uras used t o  route  between two 
Pentium 1 6 6 - M H z  processors running Windo\vs 9 5  
and LapLinli, a popular remote access program for 
portable PCs." Tunneled file transfers bctcvccn these 
coniputers (with L ~ p L i n l i  conipression turned o f 9  
averaged only 1 5  percent slower than transfers without 
the tunnel.  T l i ~ ~ s ,  by using the U1)P-based 1,apLink 
protocol, we  c\icrc able t o  achieve a substantially better 
tunnel throughput  efficiency than that reported for 
FTP. As before, processor usage never exceeded 5 0  
percent. From these simple tests \ve conclude that tun- 
nel performance is no t  limited by C P U  speed bu t  
instead by the networking e n ~ i r o n r n e n t  and payload 
protocol. We also believe that TCP/IP \\rindo\v size 
may play a role in limiting tunnel t l i r o u g h p ~ ~ t .  

T h e  cost o f  cryptography at  the  client is no t  a seri- 
o u s  performance issue. A 1 3 3 - b I H z  Pentium proces- 
sor  can colnputc RC4 at  more  than 2 5  megabits per 
second and Iieyed hashes at  nvice that speed. T h e  cost 
o f  server cryptography is mitigated by the fact that 
most  client traffic is bounded  by lo\\, link speeds and 
that  servers typically run o n  fast machines. 

Digital Equipment  Corporation is using the 
NtaVista Tunnel  product t o  support  its mobile worli- 
force and te lecornm~~tcrs .  Previously, the  company 
used wide-area, dial-up telephone lines at  extremely 
favorable rates, bu t  more  than 3 0  percent o f  the IP  
traffic th'it irsed this service had a destination address 
outside the  col-npany. This  meant  tliat the company 
\vas acting as a n  Internet  service provider (ISP) and 
was doing s o  at  long-distance rates! A short-term eval- 
uation rc\lealed that users w h o  remotely connected t o  
the  company nenvorlc for more  than 10 hours per 
m o n t h  would acliie\le substantial cost savings by c o n -  
necting through a public ISP and using the AltaVista 
Tunnel.  Local calls are still directly dialed to remote 
access servers (RAS) located in areas  here employee 
density is highest. In an early pilot, the top  1 0 0  RAS 
users \Irere offcrcd ISP accounts and access using the 
AltaVista Tunnel .  T h e  reduction in monthly tele- 
phone  costs was dramatic-enougli t o  f i ~ n d  each o f  
the users' ISP accounts for more  than a year! In  addi- 
tion, many o f  these telecomrnutcrs can now use 
higher-speed options such as cable modems o r  
Integrated Services Digital Nenvorlc ( ISDN)  t o  con-  
nect t o  the public nenvork, yielding an overall higher- 
speed connection into the  company than using 
traditional directly dialed 28.8 I<bps ~ i i o d e m  access. 

At the time o f  this writing, more  than 2 ,000  
DIGITAL employees \\~orldwide use tlic AltaVista 
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Tunnel in their daily work. \Vc have observed that  a 
single tunnel server can handle at  least 125 concurrent 
users, a l though the average number  o f  active users is 
~ i i u c h  smaller. In fact, the ratio o f  active t o  registered 
users rarely exceeds 1 t o  10. Currentl!; DIGITAL 
offers its enip1o)~ees three tunnel access points within 
the United States and is planning t o  deploy additional 
t i~nnels  ~ \ ~ e r s e a s .  

Security Risks 

Products like the AtaVistn T i ~ n n e l  are no t  risk frcc. 
Tlie most obvious risks have t o  clo \\,it11 cryptography. 
Cryptographic security is never absolute. O n e  can only 
hope t o  keep the cost o f  m o ~ ~ n t i n g  an attack higli 
xvlien compared t o  the value o f  a successfill attack. 
Thus ,  any sensible application o f  cryptography mus t  
be well ahead o f a n y  expected attackers in terms oflzcy 
length and algorithm strength.  13arring filndamental 
ch,lnge in the science o f  cryptography, prudent  engi- 
neering is sufficient t o  pro\!idc this advantage. Sincc 
o u r  i ~ ~ ~ p l e n i e n t a t i o ~ i  does not  ~ n a n d a t c  a specific algo- 
rithm o r  key size, tlie strength o f  o u r  product's cryp- 
togr.ipliy can improve over time. 

As eliscussed earlier, the tunnel encapsulation proto-  
col protects against many c o m m o n  threats such as 
eavesdropping, impcrsonntion, repla!: and man-in- 
the-middle attacks. Dcninl-of-service attacks such as 
flooding a tunnel server with c o ~ i ~ i e c t i o n  requests 
rc~na in  '1 problem, however, espccially since connec-  
tion request proccssing is compute  intensive. Ne\vcr 
key cxcliange protocols, for example, Oalzlc):ls prcfacc 
s ~ ~ c h  costly operations \vitIi eschangcs o f  r ~ n d o ~ n  v ~ l -  
ucs t h ~ t  then idelitifi subseq i~ent  messages. This tech- 
nicli~c defeats simple flooding attacks by allo\ving t h e  
server t o  control the rate ~t which identifiers are 
issued. O u r  product miglit bcnefit from this approach, 
although the benefit would colnc at  the cost o f  an 
additional netcvork round-trip. 

Attaclzs o n  pass\vord-protected Itey files are a greater 
concern, especidly since laptop computers can easily be 
stolen. I f  accessed directly, many pass\vord-protected 
containers arc subject t o  dictionary ,lttack, and key files 
arc n o  csccption. I fan  att<~clzer si~ccecds in compro~nis -  
ing a Izey file, the ,~ttnckcr can ~n,~sclucradc as tlic Itcy 
file's o\lrner. Tlie fact tliat users arc often careless in 
choosing passwords exaccrbatcs tliis problem. 

O f  course, tu~uie l  servers must be carcfiilly protected. 
A tunnel server not  only holds valuablc Izcylng informa- 
tion but  also enjoys special pri\~ilcgcs for firewall traver- 
s,~l.  An attacker \vho can compromise such a ~nachine  
ccln conipromisc an cntirc ncn.vorlt. Therefore, tunnel 
scr\crs should be  handled as csrcfi~lly as he\valls. 

l'crhaps tlie greatest threat posed by IP tunneling is 
t l ~ t  it extelids the perimeter ofany  fireufall it traverses. 

13ccnuse the tunnel traffics jn encrypted IP packets, 
auditing at  the  firewall is difficult. In addition, there 

arc subtle problenis tliat x i s e  ti-om routine use o f  
rcmotcly connected machines. I n  the single-user t u n -  
ncl, \vc disallo~v the  forwarding o f  packets no t  origi- 
nating o n  the  local machine, bu t  by definition, this 
cannot  be the case for tunnel servers. Consider \vliat 
happens if a t e leco~i i~ i iu tc r  uses a tunnel server o n  his 
o r  her h o m e  t o  access a corporate network. T h e  
I i o ~ n c  LAIF is then autoniatically part o f  the corporate 
network. N o w  suppose that  .I housemate sjniilarly 
connects t o  another  private ncnvork fi-on1 a machine 
o n  the  same h o m e  LAN. This  configuration could 
allo\\~ ~ ~ n i n t c n d e d  r o ~ r t i n g  bcn\,ecn nvo  private net- 
\i,orks! Real-time rout ing is n o t  tlie only I-isk. A c o n -  
putcr that is exposed t o  the ra\v Internet o r  t o  a hostile 
corporate network could become infected \\lit11 a virus 
o r  Trojan horse program t l ~ l t  becomes active only 
i1po11 tunnel connection establishment. 

All these tlu-eats are real; ho~ve\lcr,  tlie benefits t o  be 
gained from tunlleling arc substantial. Any policy that 
involves the deployment of 11' t ~ ~ n n c l s  should ~ ~ ~ r e f i ~ l l y  
c o ~ ~ n t e r b a l a n c e  these risks and benefits. At the very 
least, machines that  use tunneling, especially if I P  for- 
warding is enabled, should be more i-arcfi~ll!~ managed 
tli'ln those directly connectccl t o  protected networks. 

Summary 

Tlic AltaVista Tunnel  \\.AS jointly prototyped by 
researchers a t  nvo  l>IC;I'I;.\L, laboratories, the 
Cambridge Research Laboratory and the  Sl.stcms 
Rcw.lrcli Center.  T h e  prototype cffectivcly denion-  
stratcd tliat tlie Internet  could bc ~ ~ s e d  t o  reduce 
tclccommuting costs, and \\,itliin ,I year, it had gro\\.n 
into ,i DIGITAL product.l" Sincc tliat time, the 
AtaVista Tunnel  product  has evol\,cd t o  offer support  
fc)r a \/ariety o f  client and server platforms, as \\Tell as 
impro \~cd  per for~nance  and e n h a ~ ~ c c d  cryptography. 

AltaVista Tunnel is an effective tool for extend- 
ing corporate nct\\~orlzs. By combjning t ~ ~ n n e l s  and 
secure channels, it allo\vs Intcrnct  access t o  s u p p l ~ ~ l t  
leased telephone lines without  s~tbstantial loss of  
security. O u r  deployment o f  tliis technology within 
DIGITAL has cu t  costs drnrnatically \\i t t iout substan- 
tially affecting net\\~orlz perform.lncc. \We expect that  
secure tunneling nil1 pl.1~ an important  role in servic- 
ing the tclccommuters o f  the f ~ ~ t ~ ~ r c .  
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Network: The AltaVista 
Fi rewal l 

Connecting an organization's private network 
to the Internet offers many advantages but also 
exposes the organization to the threat of an 
electronic break-in. The AltaVista Firewall 97 for 
DIGITAL UNIX protects a private network from 
malicious attack or casual infiltration by screen- 
ing all internetwork communication. It enforces 
the organization's network security policy so 
that only allowed network traffic can cross the 
firewall. When installed on a dual- or multi- 
homed host, the AltaVista Firewall applies the 
principle "that which is not expressly permitted is 
denied" and uses patented technology to screen 
each IP packet that attempts to cross it. A highly 
flexible access control grammar and a compre- 
hensive reporting and alarm system enable the 
AltaVista Firewall to  detect and react to  harmful 
or dangerous events. The AltaVista Firewall also 
includes an HTML-based user interface to  ease 
configuration and management of the firewall. 

r h e  advent of electronic commerce as a means of con- 
ducting business globally has resulted in an increasing 
number of organizations connecting their internal 
private networks to the Internet. Most users of the 
Internet and the World Wide Web (WWW) view the 
technologies involved as leading edge, but many are 
unaware that the foundations 011 which tbesc tech- 
nologies are built are quite old. 

The Tralisnlission Control Protocol and Internet 
Protocol (TCP/IP) were first developed in 1979. 'Tlie 
primary focus then \\,as to ensure reliable communica- 
tions between groups of networks connected by coni- 
puters acting as gatewvays.' At that time, security was not 
an issue because the size of this Internet was small and 
most of the users lulew each other. The base technolo- 
gies used to construct this network contained many 
insec~~ritics, most ofwhicli continue to exist 

Due to  a number ofwell-reported attacks on  private 
networks originating from the Internet, security is 
now a primary concern when an organization con- 
nects to the Internet.' Organizations need to  conduct 
their business in a secure manner and to protect their 
data and computing resources from attack. Such needs 
arc heightened as businesses link geograpliically dis- 
tant parts of the organization using private networks 
based on  TCP/IP. 

An organizat io~~ implementing a secure nenvork 
must first develop a network security policy that speci- 
fies the organization's security requirements for their 
Internet connection. A network security policy speci- 
fies what connections arc allowed between tlie private 
and external networks and the actions to take in the 
event of a security breach. A firewall placed between 
tlie private ~ ~ e t w o r k  and the Internet enforces the 
security policy by controlli~ig what connections can be 
established between the two nenvorlcs. All network 
traffic must pass through the firewall, which ensures 
that only permitted traffic passes and is itself immune 
to  attack and penetration. 

This paper comprises two parts. The first part pro- 
vides an overview of  firewalls, describes why an organi- 
zation needs a firecvall, and reviews the different types 
of firewalls. The second part focuses on the AltaVista 
Firewall 97 for tlie DIGITAL UNIX operating system. 

Digital Technical 'Journal 



It discusses the product's requirements and describes control over traffic at the IP level. The majority of  fire- 
its architecture. I t  then describes the important aspects walls of  this type are custom-configured routers. 
of the product's implementation. Finally, fi1nu-e enhance- Application-1eve.l lirewalls disable packet forwarding 
rnents for the AltaVista Firewall are discussed. and provide application gateways (also known as proxies 

or relays) for each protocol tliat call cross the fire\vall. 
Firewall Overview The application gate\ila)l rela)ls traffic that crosses the 

fire\\iall. It call impose protocol-specific and user- 
Any organization that connects to the Internet s h o ~ ~ l d  specific co~ltrols on each connection and can record all 
impleme~it an appropriate mechanism to  protect the operations performed by the uscr of the co~inection. 
private network against intrusion from the external This type of gateway thercbrc allows an organization to 
network and to control the traffic that passes benveen control (1 ) wluch uldividi~als can establish a conncction, 
the two nenvorks. The mechanism used depends on (2) \\.hen a user can establish a connection, a i d  ( 3 )  what 
the value of tlie asset being protected and the impact operations a user can perform. I t  also keeps a record 
of damage o r  loss to the business involved. Typical of the session for tracking and reporting purposes. 
reasons for using a firewall to protect a private network Most application-level firewdls are dual- or  m ~ ~ l t i -  
include the following: homed hosts that run a modified operating system and 

specid-purpose software to i~npleriient the firewall. 
To  prevent i~nauthorized external users from access- 

These tcvo approaches to i~nplernenting a firewall 
ing computing resources on the internal private 

can be compared, using the follo~!ing criteria: 
network. Tliis is necessary because it is estre~ilely 
difficult and costly to  attempt to secure all the hosts rn Operating philosophy 
within a private network. Level of control over connections 
To control internd user access to the esternd llctwork . ~~~~l of logging and reporting 
to prevcnt the export of proprietary information. 

Easc ofuse 
To  avoid tlie negative p ~ ~ b l i c  relations impact of a 

Flexibility 
break-in. 

Ease of  administration and configuratio~i 
To  provide a dependable and rcliable connection to  
the I ~ ~ ~ ~ ~ ~ ~ ~ ,  so that do not implement  . Private network information made available 

their own insecure private connections. 

A firewall is a device or a collectio~i of devices that 
secures tlie connection benveen a private, trusted nct- 
work and another network. All tlie traffic benveen 
these two networks must pass through the fircwall; 
t h s  enables the firewall to control the traffic. The firc- 
wall pern~its only authorized traffic to pass benvccn 
the two networks. The organization's network secu- 
rity policy defines what traffic is authorized. The firc- 
wall is immune to attack and penetration and provides 
a reliable and dependable connection between the two 
networks. It also provides a single point ofpresence for 
the organization when, for example, connecting to a 
public ncnvork such as the Internet. 

The fi~ndnniental role of a firewall is to provide a con- 
trol mechviism for the IP traffic between two connected 
networks. Fiewalls provide two types ofcontrols and are . . 
categorized either as packet-filtering (packet-screening) 
or application-level implementations. 

Packet-filtering or  packet-screening firewalls con- 
trol whether individual packets are forwarded o r  
denied based on ii set ofrules.' These rules specify the 
action to take for packets \\hose header data matches 
the rule criteria. Typically, a rule specifies source and 
destination I P  addresses and ports and the packet type 
(for example, TCP and User Datagram Protocol 
[UDP]). The actions are usually to  allow or  deny the 
packet. Packet-filtering firewalls provide a basic level of 

Operating Philosophy 
The operating philosophy that '1 firc\\dl iniplc~ncnts is 
the fi~ndaniental element of tlie securiy of thc net\vork 
connection. For maximuni security, firewalls 111ust 
apply the principle "diat which is not expressly perrnit- 
ted is denied." That is, unless die firewall permits a con- 
nection, that connection is not allowed. Many packet 
filters allow any con~lection that is not  espressly pro- 
hibited (screend is an important csception)."~' 

Packet filters are unsuitable for use as a firccvall 
because they require the operator to  specifp carefi~lly 
what traffic is allowed and what is denied. Application- 
level firccvalls are specifically designed to in~plcmcnt 
this philosophy, so that each application gateway 
allo\vs only those connections specified by its configu- 
ration and denies all other co~incctions by defilult. 

Level of Control over Connections 
Application-level firewalls allow a significantly grcater 
level of control over who can establish a conncction and 
\\!hat operations can be performed over that con- 
nection. For example, a File Transfer Protocol (FTP) 
application gate\va)r, \vith the assistance of a user 
authentication system, can idcntifji a uscr \\ll~o wishes to 
establish a con~iection and can control what FTl'opera- 
tions that user perfomls. For cxa~nple, the gateway can 
pernit  GET operations and deny PUT operations. 
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Packet tilters can only support host-level control over 
who can establish A connecuon, with no restr~ctions on 
the individuals who can connect and what operatio~is can 
be performed once a conncction has been established. 

Level of Logging and Reporting 
Typical packet filters pro\iide basic data logging, and 
where there is tlie ability to log traffic, the information 
available is at the packet level. This makes it difficult to 
identi@ and track individual connections when ~nany 
take place at the same time. N o  information is available 
OJI tvliat operations wcrc performed during a conncc- 
tion. Reporting information is limited to  counts of 
packets passed and dropped and other relativelp use- 
less traffic statistics. 

Application-level firewalls can log data on  each con- 
nection. They can identitji the individuals \vho estab- 
lish connections and what operatio~ls they perform. 
Reports can then list what connections an individual 
established, what operations were performed, and 
when they were performed. This facilitates monitoring 
and maintaining the security of  the installation. 

Ease of Use 
Packet filters tend to  be easier to use because thcp are 
effectively transparent for those connections that arc 
permitted. Application-level fire\valls often require the 
user to connect first to the fre\vall host, and then to 
their destination on the other network. Recently, 
transparent application gateways have been developed 
to address t l i s  issue. 

When support is needed for a new protocol, it is 
much easier to  reconfigure a packet filter than to 
de\telop and distribute a nc\v application gateway. For 
this reason, users behind 311 application-level firewall 
may become frustrated \\,hen they cannot connect to 
the latest Internet developments. 

Flexibility 
Flexibilit\l IS important for systems integrators con- 
structing cus to~n nenvorlc security solutions for large 
organizations and for those involved in electronic 
commerce. I t  is important that the individual firewall 
components can be configured directly. 

Ease of Configuration and Administra tion 
The case with which an individi~al can configlire and 
administer a firewall is becoming more important as 
firewalls are used in organizations that d o  not possess 
a high level of technical luiowledge. Packet filters are 
essentially simple but ofie~i have a complex rulc syntas 
that malces the task of correctly configuring a packet 
filter quite difficult. User interfaces could help with 
the task of configuration, but an expert is usually 
needed to set up a packet filter properly, because the 
order of the packet-filtering rilles significantly affects 
the security of the installation. 

Application-level fircwalls suffer the same dlsadvan- 
tage. The more sophisticated products on  the market 
provide comprehensive user interfaces that guide the 
user through the task ofconfiguring the firewall, assist 
in the selection of the appropriate setting for each 
application gate\vav, and prov~de coniprchensi\lc f rc- 
wall management fi~nctions. 

Private Network Information Made Available 
If information about the private network and the hosts 
tliat are on it is available to die external network, an 
attacker may be able to use tlus information to subvert 
the system. Packet filters generally d o  not hide much 
information fiorn t l ~ e  outside, which increases the risk of 
a break-in. Application-level firewalls usuallp appear to 
be an end node instead of a router to another nenvork; 
tlierefore, they can significuitly reduce the amount of 
ulformation that is made available to a potential attacker. 

AltaVista Firewall Requirements 

This section discusses the fi~nctional rccluirements for 
firewalls and rcvic\vs the product requirements that 
apply t o  the AltaVista Firewall. 

Functional Requirements 
The major filnctional recluirement of a fircwall is that it 
protects a private nenvork from unauthorized csternal 
access. A firewall itself~nust be resistant to subversjon and 
must also ensure that other, less secure hosts within the 
private network cannot be subverted by a11 external host. 

A firewall must provide a central location for 
controlling network traffic and for implenicnting an 
organization's nenvork security policv for its external 
network conncction. Because many Internet-based ser- 
vices are inherently insecure, a firewall must provide an 
organization with the means to disable some services and 
restrict others in accordance with their security policy. 

I t  is also critical tliat the firewall logs all ncniiork traf- 
tic, so that a record is retained of all connections estab- 
lished between the private and externid networks. 
Support for the management and retention of  network 
traffic logs is also required to assist tracking of potential 
and actual break-ins and other securityrelated acti\it\i. 

A firewall 11i11st be reliable so th<it users are not 
inconvenienced by sudden losses of connectivity. As 
the Internet becomes another means of conducting 
business, an organization's firewall must ensure that 
loss ofservice due to security lapses o r  other hilures is 
minimized. It must also provide a point of presence for 
an organization on tlie Internet. 

A firewall must be easy to  use. Historically, tirewall 
administrators \\rere required to  have in-depth lu~o\i~l-  
edge of Internet protocols; they constructed their fire- 
walls manually. Today's organizations find it difficult 
to obtain the necessary expertise; they require that 
their firewall be easy to configure and manage, with- 
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out  sacrificing quality of security and service. Users 
also require protection without modifying their usage 
of  tlie Internet. They expect the firewall to protect 
them without obstructing their work. A firewall must 
be as transparent as possible to  users establishing con- 
nections bcnveen the private and external nenvorks. 

Product Requirements 
In addition to firewall products, DIGITAL also offers a 
custoni firewall installation service as part of its net- 
work services. The AltaVista Firewall has some of its 
origins in technology developed for systems intcgra- 
tion engineers constructing custom firenrall solutions 
for large customers. These engineers continue to build 
custonl solutions using the AltaVista Firewall t o  pro- 
vide the basic firewall techno log)^. The  AltaVista 
Fire\vall must also be designed to acconlmodate the 
needs of integrators delisering custom fire\valls. 

As described above, there are nvo types of  firewall. 
Typically, filter-based firewalls perform better. Most 
detailed product evaluations compare the pcrfor- 
mance of the products under review, so  the AltaVista 
Firewall must equal o r  better the perforniancc of its 
leading competitors. 

Most fircwalls require that tlic ad~ninistrator log on 
"Ins are not to the host at  the console-remote lo,' 

enabled for security reasons. However, as organiza- 
tions centralize their network management opera- 
tions, a key require~nent for the AltaVista Firewall is to 
provide secure remote management hnctionalit): 

The AltaVista Fire\\lall must itself be secure, and 
the host it is installed on must also be secure. I t  is 
a product requirement that, \vIiile being installed, the 
oroduct secures the operating system against attack. 

AltaVista Firewall Architecture 

This section describes the constraints that applied to the 
design of the AltaVista Firewall. I t  then introduces the - 

major product components and su~nmnrizes tlic main 
functions they pro\!ide. Then it lists the steps taken to 
establish a connection through an application gateway. 

The following constraints were applied to the 
design of the AltaVista Fire\vall: 

In every design decision, tlie security of the fire\\.all 
must be the primary concern. 

The basic installatio~l and use of  the firewall must 
be simple and must be guided by a simple user 
interface. 

All fire\vall component functionality must be con- 
figured  sing test-based config~~ration files so that 
systems integrators can install custoni solutions. 
These files must be consistent across platforn~s, so  
that the same set of  configuration files can be used 
on different platforms to configure l ieterogcnco~~s 
firewalls. 
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The performance of the firewall is an important 
concern. Application gateways must run as dae- 
mons to improve performance and avoid process 
start-up delays. 

I t  must be possible for engineers in the field to 
cxtcnd the fi~nctionality of the AltaVista Firc.rvnll 
\vithout requiring code changes to the product. 

The AltaVista Firewall con~prises the following three 
major components: 

Tlic grdph~cal user interface (GUI)  prov~des the 
functional~n~ for the user to configure and manage 
the fire~vall and manages tlie configuration files that 
spcci@ how the firewall \v111 operate 

The application gateways and support daemons 
provide the network security specified by the con- 
figuration files. 

The kernel is hardened 'ind modified to pro\'iclc the 
extra security fi~nctionality required for the fire- 
\vall's operation. 

The Graphical User Interface 
The GUI is based on a set of l~ypertext markup Ian- 
gu'ige (HTMI,) tcniplate files, cornputer graphic inter- 
face (CGI) scripts, and a n  HTML bro\\acr. It is 
menu-driven and guides the user through tlie config- 
uration and management of the firewall. The design of 
the GUI involved many trade-offs between siniplicity 
of the UI and access to the fre\iiall hnctionality. We 
ofien chose to maintain the simplicity of the UI  at the 
expense of fi~nctionality for two reasons: 

1. Wc must protect unskilled installers from inst.llling 
the firewall in an insecure manner. 

2. Skilled installers milst still have access to tlic f i~nc- 
tional~ty through the configuration files. 

The CGI scripts are written in the C lallguagc and use 
a set of  HTIML templates to generate the GUI pages. 
Fe\v static pages are used, so the fi rewall can be modi- 
fied in the field to add more application gate\va)a, 
authentication methods, alarms, and alarm .I , ctlons. - ' 

Because the GUI is HTML-based, it can be ported 
easily to any platform that supports m HTML browser. 

The Kernel 
The DIGITAL UNIX kernel has been hardened to 
protect the fircc\rall host and niodified to add function- 
al~ty r e q ~ ~ i r e d  by the firc\\all. The fo l lo~4ng niod~fica- 
tions were made to the kernel to improve security and 
to support the operation of tlie fire\vall: 

Tc\lo mechanisms have been added for protection 
against routing attacks. 

\le added two mechanisms to the kernel to prevent 
attaclters from using routing information to ldunch 
an attack through the firewall. The first n~cclianisrn 



allows the firewall to be configured to ignore 
requests for it to change its routing tables. These 
reqilests come jn the form of Inter~let Control 
Message Protocol ( ICMI') redirect ~nessagcs,' which 
the firewall ignores. The second mechanisni allows 
the firewall to be configured to drop all IP packets 
that have source routing options set in the packet 
headcr. Source routing can force a packet to take a 
specified route throilgh the Internet and is not nor- 
~nally used. 11' packets with source routing options 
specified are considered to be evidence of an attack, 
so it is valid for the firewall to ignore these packets." 

Interface access filtering has been imple~nented to 
prevent I P spoofing. 

I~itcrfacc access filtering providcs a mechanism to 
specify \ \ , h ~ t  11' packets are to be accepted on  a 
particular network interface. The source address for 
each packet is inspected and compared against a 
filter list. The packet is passed through to the kernel 
or  dropped, depending on the corresponding filter 
list action. This provides the ability to prevent 
attaclters on the external network from forging IP  
packets so that thcy appear to come from trusted 
hosts on the private ~ ienvork .~  

Interface trust group support has been iniple- 
mented to support packet filtering. 

Trust group silpport provides a mechanism to spec- 
ify a color for a nenvork interface. When a packet 
arrives on  a given interface, the Iternel marks the 
packet with the color of the interface. The applica- 
tion gate\\rays and the packet-filtering daemon can 
use this information to apply filtering rules to allow 
or  deny the packet. 

Tra~isparent proxy support has been implemented 
to support transparent application gateways. I<crncl 
support tor transparent p rox~ ing  is described in the 
section on Packet Filtering. 

The Firewall 
The main fi~nctionality of the firewall is provided by 
the application gate\vays that provide connection ser- 
vices to ilscrs 011 each side of the tire\vall. A number of 
daemons also implement common services to support 
the operation of the application gateways. These dae- 
mons are described here: 

screend: 'The packet-screening daemon provides packet 
filtering and traisparent prolying functionality. 

alarmd: Thc alarm daemon provides logging and 
alarm functionality to the application gatcways and 
other firewall components. 

authd: T h e  authentication service daemon pro- 
vides user authentication services to  the applica- 
tion gate\va!rs. 

dnsd: The name service daemon provides the 
Domain Name Service (DNS) t o  the application 
gateways and to the users of  the firewall. 

fwcond: The fil-c\vall control daemon monitors the 
application gateway and support daemons that 
must run on  the firewall and restarts any that stop 
operating. 

In addition to these support daemons, the following 
statically hllted libraries provide common services to the 
application gateways and t l ~ e  other firewall components: 

The access control list (ACL) library allo~vs or 
denies access to clients based on  the appropriate 
access control list. 

The fire\vall logging (fi\.log) l~brary provides a uni- 
form logging format for all firewall components. 
T b ~ s  I~brary also prov~des the Interface benvecn the 
other firen~.lll components and the alarm daemon 

The main features of  the application gateways, sup- 
port daemons, and libraries are described in more 
detail below. Figure 1 and the following steps show 
how these components interact when a network con- 
nection is established through a n  ~pplication gateway. 

1. The application gateway receives the connection 
request. 

2. The application gateway sends requests to the name 
service (dnsd) to get the host name of the client and 
the host name or 1P address of the server. 

3 .  m i e n  the application gatewdy gets all the infor- 
mation avail~ble to it from the name service, it 
sends a request to the ACL system to ask whether 
to allow the connection. At this stage, the gateway 
does not have an authenticated name for the user 
attempting to connect, so it asks the ACL system 
whether unkno\vn users arc allowed to  make the 
requested connection. 

4. If the connection is allowed, the application gate 
way makes a connection with the server. Data can 
no\\? flow between the client and the server 
through the fire\\pall. The gateway also generates a 
log nicssage for the connection. 

5. If the connection is denied by the ACL system, it 
is still possible that the connection is allo~\led for 
certain users, so the application gateway prompts 
the user for a user identifier so  that it can be 
authenticated. 

6. The user specifies an identifier to the application 
gateway. The gateway sends a request to the 
authentication service (authd) to authenticate the 
user and initiates an authentication sequence. 

7. The authentication service responds to the appli- 
cation gateway with a challenge for the user. The 
gateway displays the challenge to the user. 
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8. The uscr uses this challenge to generate a response. 
The user then enters this response. This is passed 
by the application gateway back to tlie authentica- 
tion service. The authentication service uses the 
response to authenticate tlic uscr and confirms or  
denies that the user is authenticated to the gateway. 
If the identifier specified is unknown, the authenti- 
cation service fakes an authcntication sequence a i d  
then denies authentication. When authentication is 
denied, the authentication service logs an event 
that rnay result in an alarni being triggered. 

I t  I t l  

9. If the user is authenticated success full)^, the appli- 
cation gateway sends anothcr request to tlie ACL 
spstem, this time with the additional information 
of the authenticated user identifier. 

10. Ifthe connection is denied, the dpplicatioli gateway 
logs an event, which rnay result in an alarni being 
triggered. The user can try to authenticate 'igain. 

11. If tlie connection is allo\\rcd, thc ~pplication gatc- 
uray logs a message specifiing that tlie connection 
has been accepted and maltcs a connection with 
thc server. l'lie client and server may tio\\~ 
exchange data. 

12. When either the client or the server terminates the 
connection, the application gate\vay logs two 
Iilessages: one specifics that the connection has 
terminated, and anothcr reports statistics such as 
duration and amount ofdata exchanged. 

Packet Filtering 
Tlic AltaVista Firewall for the DIGITAL UNIX operat- 
ing system provides both application-level and packet- 

filtering functionality. Packct-filtering fiunctionality is 
pro\fided by the well-known packet screening dac- 
nion, screend,"' which is shipped \\lit11 DIGITAL, 
UNIX. The AltaVista Firewall replaces the standard 
1)IGITAL UNIX version of screend with a modified 
version that extends its packet-filtering fiinctionality 
and provides support for transparent prosying. This 
section provides an ovcrview of  how screend operates 
as part oftlie packet routing in a dual- or  multi-homed 
host. I t  then outlines why a fire\vall requires transpar- 
ent  proxying and describes ho\v screend is used to 
implement transparent prosying. 

Screend is a daemon that runs in user space. I t  esam- 
ines every IP  packet that is bcing forwarded by a fire- 
wall and decides whether that packet should be 
forwarded o r  dropped. Screend bascs its decision on  a 
set of  filter rules specificd in a configuration filc that 
it reads at start-up. When an  I P  paclcct is recei\,ed 
by a l)IGITAI, UNIS host, tlic first chcck that tlic 
DIGI-1-AL UNIX kernel performs is c\,hcthcr or not tlic 
pacltet is destined for this host. If tlic pacltet is destirled 
for another host, then most liosts discard the packet. 
However, a DIGITAL UNIS host can be co~ifigi~red 
(by using iprsetup to s\vitch on ipforwarding) to route 
packcts that are destined for othcr hosts. l 'his is usefill 
wllen hosts that are not on the same physical network 
need to  communicate. I n  this casc, a number of 
routers must exist between the co~nmunicating hosts 
that can pass packets from one physical nenvork to 
another. These routers havc at least two ncnvorl~jnter- 
faces, as shonrn in Figurc 2. The router can the11 be 
configured to  pass packets bcnvccn tlie nenvorks o n  
each of its interfaces. In Figurc 2, for example, if the 
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Routing Packcts benveen Nenvorks 

host o n  nenvork A with address 100.0.0.1 \\rants t o  
send a pacltet t o  n host o n  nenvork B, the pacltet is 
initially sent t o  the  rout ing host. Tlie router  receives 
the pacltct o n  interf'ice 100 .0 .0 .2 .  Tl ie  rout ing s o h  
ware in the ltcrncl then sends the packet t o  tlie host o n  
networlt B .  

When  a 13IGITAL UNIX machine with ipfor\vard- 
ing switched o n  receives a packet tliat is no t  dcstined 
for itself the pacltet is passed t o  a forwarding module 
in tlic Itcrncl. Tliis module decides whether the pacltet 
can bc for\varded and what network interface t o  send 
it to .  When screend is running o n  tlie liost, a third 
operation is inserted after the host has decided tliat tlie 
packet is no t  for itself and before thc pacltet is sent t o  
the for\\,arding module.  This  intermediate h n c t i o n  
sends the  pacltet t o  tlie screend process, which decides 
wlictlicr the liost is allo\ved t o  for\vard the packet, 
based o n  its set o f  rules. I f  screend rejects the packet, it 
is discarded. I f  screend accepts the  packet, it is sent t o  
the forwarding module as normal. 

T h e  AltdVista Firewall is primarily an application 
gatcway firewall. This  means that  all hosts interacting 
with tlic firewall route  pacltets t o  the  application gatc- 
ways o n  the fire\vall. T h e  application gatelmy then 
opens a connection t o  the  remote service if tlie 
reqi~csted connection is allo\\led. Because tlie fire\vall 
never has t o  for\vard pacltets, IP forwarding could be  
s\vitclied off a t  the fire\vall, and screend nccd no t  run .  
If a user attempts t o  connect  t o  a server o n  the o ther  
side o f  a fire~vall, ho\ve\,er, the  user must understand 
t h . ~ t  the applicat-ion gateway is present. Instead o f c o n -  
nccting directly t o  the  server wantcd, the  user must  
first connect  to the  firewall and then request an appli- 
cation gateway t o  establish a connection t o  the remote 
server. Tliis can be especially awkward ~ l i t h  s o m e  
GUI-based clients. 

Transparent proxying was developed t o  o\ 'CI - - come - 
this problem. When an application gate\vay that  sup-  
ports transparent proxying is running o n  the  fire\vall, 
tlie user can make \\,hat appears t o  be a direct connec- 
tion t o  the  remote serIrer. In  reality, the connection 
from the clicnt maclune is routed through the fircwall, 
\vIiich intercepts the  connection and redirects the  

packet t o  the appropriate gatc\iray. T h e n ,  if tlie gatc- 
\\ray allows tlie connection, it builds a new connection 
benveen the  firewall and tlie server. From the user's 
perspective, tlie fire\\iall is transparent and has played 
n o  part in the cstablislinics~t o f  the  connection. 
However, tlie gate\vay processes all the user's requests. 
W h e n  a connection is m'ide bv a transparent gateway 
between a client and a scrver, t\vo T C P  connections 
exist. T h e  first is between tlie client machine and  tlie 
firewall. T h e  client liost addrcss and the  server liost 
address are the source and destination addresses o f  
packets o n  tliis connection. T h e  second T C P  connec- 
tion is benveen the  fire\vall and the server host.  T h e  
firewall and server host addrcss are the  source and des- 
tination addresses o f  pacltets o n  this connection. 

T h e  AltaVista Fire\vall rises screend t o  implenient 
transparent proxying. To d o  this, changes were made 
to the DIGITAL U N I S  Iternel and t o  the  screend appli- 
cation. T h e  most significant change t o  screend was t o  
add a tliird opt ion t o  how screend deals with a pacltet. 
Although tlie standard screend implementation can 
only accept o r  reject pacltcts, tlic iniplementation o f  
screend that is shipped with the AltaVista Firewall can 
also proxy a pacltet. 111 this case, d ie  pacltct is no t  passed 
o n  t o  the  IP  forwarding module in the DIGITAL 
U N I S  kernel o n  the  fircu,all. Instead, the  kernel sets a 
flag in the pacltet t o  indicate that it is being prosied, 
and the  pacltet is sent baclt into the  IP  input  module.  
Wlien the  IP  input  module detects that the packet 
is being prosied, it treats the  pacltet as if i t  \\!ere 
addressed t o  itself, and passes the packet t o  its onJn  
TCP input module.  Tliis then passes the  pacltet o n  t o  
the  application gpte\vay tliat is listening o n  the appro- 
priate port .  T h e  application gateway determines what 
the intended dest.ination for tlie pacltet is and,  subject 
t o  the  access control specified for the  gateway, creates 
a new connection t o  the requested server. 

Screend imposes an overliead o n  pacltet forwarding. 
Most  o f  this overhead occurs because o f  the  need for a 
slatem call froni screend t o  deal with e\'er)l packet tra- 
versing the  AltaVista Fire\~,all. T h e  designers o f  the 
AtaVista Fire\vall decided tliat tliis overhead ~\ iould 
seriously degrade performance, and a cache for screend 
was implemented in the I)IGITAI, UNIX Iternel. Tliis 
cache maintains the  ways in which screend deals wit11 
most open  connections, s o  that only new connections 
suffer tlie overhead o f  a system call froni screend. 

Screend can also be used as a pacltet filter for conncc- 
tions t o  pass through the firec\!all a t  the  IP  level. 
Packet-screening routers are no t  as safe as application 
gateways, s o  the  AltaVista Firewall does n o t  use 
screend t o  filter pacltets through the  fire\vdl and does 
no t  provide a feature in tlie user interface t o  configure 
screend. Experienced fire\\,all administrators, holvever, 
can configure screend t o  allo\v IP-level connections t o  
pass across the fircwall when they need t o  support pro- 
tocols for which applic3tion gate\vays are no t  available. 
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Application Gateways 
As previously stated, the AltaVista Firewall is primarily 
an application gateway firewall. As the name implies, 
application gateways operate in user space at the appli- 
cation layer of tlie open system interconnection (OSI) 
model, controlling the traffic benvccn directly con- 
nected networks. A separate gatccvay listens on the 
appropriate TCP/UDP port on  tlic firewall for each 
protocol that the firewall relays. This approach pro- 
vides a high level of control over all major TCl'/IP 
services and allows extensive logging, neither of which 
packet-filtering techniques can provide. For example, 
it is possible to allow only authenticated ilsers to copy 
tiles, using FTI', out  of a private network using the 
FTP PUT command, while also allowiug anyone to  
copy files from external servers into tlie private net- 
work using the FTP GET command. This high level of 
control is also apparent in the log files, which s h o ~ v  the 
source and destination addresses (both in IP  format 
and us a fully qualified domain name [FQDN]),  as u~ell 
as the con~ma~ids  executed, names o f f  les transferred, 
and the number of bytes transferred in each direction 
across the firewall. 

By default, the AltaVista Firewall is configured with- 
out any screend packet filter rules that might allow net- 
\vork traffic to cross the firewall at the IP level. Therefore, 
traffic traveling in both directions must be directed to 
tlie tire\vall where it \\dl be relayed by tlic appropriate 
application gateway. Tlus highlights another significant 
advantage of application-level fircwalls-the ability to 
perform network address hiding. This allo\vs customers 
to use RFC 1918 (Address Allocation for Private 
Internets)" addresses on their internal network, since the 
gateway Iudes the IP addresses of the hosts on tlie private 
network inside the firewall. 

Historicdly, application-level tirewalls perhrrned 
poorly, because a new process was forked to handle cach 
connection. For FTP and Telnet, this is not a serious 
issue; ho\vever, with Web traffic, a single URL request 
may result in numerous other requests for in-line images. 
The overhead involved in forking a new process for each 
connection is not acceptable. The application gateways 
~lscd in the AltaVista Fire\\/all lia\re bccri designed to 
address this limitation, \vithout sacrificing sccurity. 

E;ich application gateway is implemented using: a sin- 
gle process to handle 'dl connections. TO process each 
connection, the gateway ~nultiplexes between open 1/0 
file descriptors using the select() system call, performing 
nonblocking reads and writes, and buffering all data 
until it can be passed on to the client or server. This lion- 
bloclu~lg fu~ictio~iality allows the gatc\vay to handle 
other connections without having to cvait for die 
client/server to process the data already sent to  it, or  to 
wait for the name service daemon or  the autl~entication 
service daemon to return with a response. 

This requires that cach of the support daemo~is, 
such as the alarm daemon, the name service daemon, 
and tlie authentication service daemon, milst also 
process requests from the application gateivays withot~t 
bloclung. This design resulted in significant iniprovc- 
ments in perfor~nancc arid in mernory usage. 
Performancc llas also been improved by caching name 
service lookups in the name service daemon. 
Independent tests have demonstrated that the 
AltaVista Firewall 97 performs better than packet-f ltcr 
fircwalls, even at Fast Ethernet speeds.'" 

The AltaVista Firc\iiall currently provides the fol- 
lowing application-level gatc\ilays: 

WWW (including Hypertext Transfer Protocol 
(HTTP), gopher, FTP, and secure socket layer 
(SSL) forwarding) 

Simple Mail Transfer Protocol (SMTP) 

FTP 

Telnet 

RealAudio/l<calVidco 

SQLRNet 

Finger 

Generic TCP 

Generic UDP 

Web traffic comprises the majorin of .activity 011 

a typical firc\vall. The kl$VW application gateway 
includes specific htnctionality for 

Blocking Java class files to protect users 

URL filtering to deny access to certain Web sites 

Caching Web doculne~lts to improve performance 

Alarm System 
The AltaVista Firewall uses a dedicated alarm systetn 
to monitor the security of  the fre\\~all and to  respond 
to attempts to circumvent the security of  the fire\\,all. 
I t  can also respo~id to less serious anomalies such as 
incorrect pass\vords. The alarrn system is imple~nentcd 
by the alarm dacmon alarmd, \vllich monitors e\,ents 
generated by application gate\vays or other servers on 
the firewall. Tliesc 'Ire com~iiunicated to  alarmd by 
means of log messages. 

The alarm system associates one  o r  more alarms 
with each event. Each alarm i~icludes one o r  more 
actions t o  take when the event occurs. The alarm that 
is triggered when an event occurs depends on the state 
of the firewall, that is, the current level of sec~~r i ty  
awareness of the fircwiill. The state of the firewall is 
represented using the colors green, yello\v, orange, 
and red. Each color represents a different security 
a\vareness level, ranging from under n o  threat to  
i~uder  serious threat. 
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7Tl~c following list describes each state a i d  the  level 
o f  awareness associated with the state. 

Green: T h e  tirc\vall lias n o t  detected any events, 
and all appears n o r ~ n a l .  

Ycllo\v: Tlic fire\vall lias detected o n e  o r  more  
events that  may indicate a ~nalicious at tempt t o  
co~npromisc  the fire\vall o r  the  private network. If 
no f i~r t l icr  event occurs in the nest  n v o  hours, the  
fire\vall returns t o  the green state. 

Orang': T h e  fireu~,lll has detected events that are 
construed as nialicioi~s. Events that caruiot be cre- 
ated by harmless o r  accidental operation cause csca- 
lati011 to this state. For  example, if the DEBUG 
command appears during a n i d  (SMTP) session, the 
firewall cannot revert from tlie or;uIge state t o  the 
yellow state; the fire\\~all adrnuusuator must explicitly 
set the state back t o  a lower level once the threat lias 
bcen analyzed a i d  appropriate action tdten.  

Red: T h e  fire\\~all has detected events that may 
rcsult in a breach o f  the security o f  the fire.vriall o r  o f  
tlie private nen\/orlc if no t  addressed immediately. 
When an escalation t o  tliis state occurs, the inter- 
face t o  tlie external interface is usually disabled 
inimedidtely, preventing any h r t h e r  11' traffic from 
that ncnvorlt. 

T h e  current firc\vall state is constantly displayed in 
the bacltground o f t h e  GI'I and 011 the  console moni-  
tor. Tl ie  alarm system can be configured m a n u ~ l l y  o r  
using the G U I  and allo\vs the firewall administrator t o  
specifji tlie alarm t o  be triggered for each event occur- 
ring at o n e  o r  more  fireu~all states. Each alarm specif - 
cation includes o n e  o r  more  actions. For  example, an 
~ l a r ~ n  can advance the  firewall state, shu t  down an 
application gateway o r  the firewall, and notifji the fire- 
\\1,1Il ddministr,~tor. T h e  administrator can write shell 
scripts for additional specific actions t o  take. This c,111 
enable the fire\vall t o  actively counter  a threat t o  its 
security o r  that o f  the private networlt. 

Authentication Service 
When users log o n  t o  most  computer  s)!stenis, the!/ 
spcci* a password t o  prove their identity t o  tlie sys- 
t em.  User authentication is the  process by \vhich a 
computer  systeni verifies the  identity o f  a user o r  entity 
through a u n i q i ~ c  password. 

Tlic authentication service o n  the firewall provides 
a mechanis~n by \vliich the identity o f  a user can be vcr- 
ified. allows organizations to implement security 
policies t h ~ t  specifji tliat olily certain users are allowed 
t o  use particular services t o  access resources through 
the fi re\\iall. When users wish t o  establish a connection, 
they must first identi* themselves so  that the firewall 
can associate tliem (via their identifiers) \\lit11 the con-  
nection. This identifier is then presented by tlle applica- 
tion gatelvay t o  the ACL systeni, which tlien decides if 
tlie connection rccluest \\.ill be allo\\ied o r  denied. 

Although users logging directly in to  3 computer  
system o r  an internal nenvork r u n  certain risks o f  hav- 
ing their pass\vords discovered by another  person, 
most orga~iizations are happy t o  use \\)hat arc termed 
reusable passniords t o  protect access t o  computer  
resources within a private network. Ho\\rever,  lien .I 
user \vishes t o  gain access from an external nenvork 
through the fire\vall t o  an internal net\vorIt, the use o f  
rei~sable pass\\~ords presents an unacceptable risk d u e  
t o  the availability o f  IP  pacltet sniffers. A pacltet sniffer 
is a tool that allows an attacker t o  read the data in an 11' 
pacltet and identi* a user's identifier and p,lssword 
~ / i t I i o i ~ t  tlie user becoming aware that  this has hap- 
pened. I t  is clear that  a stronger form o f  user authenti- 
cation is required for use with a fire\vall that  controls 
access benvcen two nenvorlts. 

Several authentication mechanisms lia\re bcen 
devised that are based o n  the concept o f  a onc-time 
pass\vord. In  the one-t ime pass\\lord scheme, a parti- 
cular user has a mechanism t o  generate a new pass\\,ord 
each time he o r  she is requested t o  respond uritli a pass- 
\vord, and the authentication systeni has a similar 
mech~nis~rn  t o  validate the one-time passnrord as cor- 
rect for that user. Most  one-t ime password syste~ns are 
based o n  a shared secret that is used in conjunction 
with some s o h v a r e  o r  a hardware device (commonly 
Itnown as a handheld authenticator [HHrl]). T!.pically, 
the systcni challenges a user, ofien with a value. T h e  
user then uses an HHA t o  generate a response. T h e  
autlient.ication system receives tlie response, and deter- 
mines if it is the o n e  expected from tlie user. Further 
attcliipts t o  authenticate involve a d i fkren t  challenge 
and a correspondingly different response. 

Tlie AtaVista Fire\vaU supports a wide range of  user 
authentication mechanisms and can be easily modified to  
support additional mechuisms if necessary. The autlien- 
tication meclia~usm used to authenticate a user can be 
different depending on  whether the access requested is 
inbound o r  outbound.  This allows an organization to 
apply less stringent controls t o  accesses li.oni tlie internal 
network. Users are registered with die authentication 
system through the GUI,  and their details are stored in a 
d~tabasc .  -This database i n c l ~ ~ d e s  the inbound 'lnd out-  
bound authentication m e c l i a i s ~ n s  tliat apply to  the user 
,uld ;ui expiration date for the record. 

T h e  authentication service is implcniented using ,In 
authentication service daenion (authd) and a set o f  
authentication server daemons. Authd runs contin- 
~ ~ o u s l y  o n  tlie firewall and accepts connections 
concurrently from application gateways requesting 
authentication o f  users. T h e  autlientication server dae- 
m o n s  i rnple~nent  support  for each authentication 
meclianisni. Each o f  the  authentication servers i ~ n p l e -  
ments a challenge-response authentication service and 
is started by ~netd when a connection is made t o  the 
port o n  \vhicli the service is provided. 



\i\lhcn an a p p l ~ c a t ~ o n  gatc\\ay o n  tlic firewall 
requlres a user t o  suppl\i an ~ d c n t ~ f i c r ,  a sequence o f  
actlons occurs as follo~vs: 

1 .  T h e  gateway connects t o  authd and specifies the  
identifier for the user. 

2. Authd accesses the user database and,  afier chccl ing 
tliat the user is registered and that the i ~ s c r  record 
lhas no t  expired, determines what mechanism t o  use 
t o  authenticate t h e  user. 

3 Authd contacts the  relevant , iu t l i cn t~ca t~on  scrvcr 
and passcs the uscr ~ d e n t ~ f i e r  t o  ~t 

4 T h e  au then t~cauon  server gencratcs a cliallcngc for 
tllc uscr. Authd passcs this challelige t o  the user. 

5. 1-he user gener'ltes a response, n,liicll tlie gate\,tray 
provides t o  tlie authentication server, dnd \galida- 
tion proceeds. 

6. If\~alidation fails, tlie gate\\uy is informed and access is 
denied. If validation succeeds, the user may procccd. 

In  thc cvcnt a request is received t o  validate a user who 
is not rcgistcrcd o r  \\,hose user record has expired, authd 
\vill fake a user authentication seqilencc. This additional 
security lneasurc ensures tliat a potential attacker cannot 
determine if the specified uscr idcntificr is valid. 

Adcling a new authentication mechanis~n is simple, 
because configuration files spec ie  the por t  t o  contact 
for each type o f  authentication niechanism, and a 
coninion authentication protocol go\{crns the intcrac- 
tion benvcen authd and the authentication servers. 

T h e  authentication protocol  used betjveen authd 
and tlie authentication servers is modeled o n  the FTP 
protocol but is much  simplified. All user authentica- 
tion sequences involve an initial step in \\~hicli the  
clicnt (authd) specifies the  user's identifier t o  tlie 
authentication scrver, followed by o n e  o r  more  
chnllcngc-response cycles in which the server requests 
a reply from t h e  client (by challenging the server 
for some information), and the clicnt responds. 
server processes each response and \ \ , i l l  either issue a 
f i~r ther  challenge to the client o r  issue a result indicat- 
ing if the user is autlienticated o r  not .  

T h e  authentication service supports  the follo\\,ing 
ai~thentication mechanisms: 

S c c ~ r c N e t  Ice\! 

CRY I'TOCard 

\Vatch\Vord ltcy 

SccurI1) card 

S/I<cy 

Kc11sab1~ pass\\,ords (for ou tbound  connections 
o n  l y ) 

The Name Service 
Unlike the tl-adtional model of  the Internet in \vhicIi nll 
1)NS" infor~nation is avdable t o  all hosts, certain orga- 

nizations Jnay decide t o  prevent external l~os t s  froni 
viewing information about  internal hosts. Restricting 
this type o f  information allon~s an organization t o  pre- 
vent a ~vould-be  ,~ttncl<cr from gaining a foothold t o  
launch an attempt to  sub\icrt the security o f a  private nct- 
\vork. For example, an attacker may support a claim t o  be 
ul employee o f  an organization by showing lu~owledgc 
o f  the nehvork s t rucn~re ,  o r  a recruitment agency may 
identifi personnel engaged in development activities. 

Traditionally, hiding information a b o u t  internal 
hosts required pro \~ id ing  h\:o separate name servers. 
An intcrnal name server ran 011 a server behind tlic 
fire\\iall and handled internal 1)NS queries. T h e  tire- 
\ \ d l  rdn tlie second name server and handled DNS 
q ~ ~ e r i e s  from external lhosts. I n  this \vay, t h e  complcte 
name service database \\.as airailable t o  internal hosts, 
2nd tlie restricted database (rvliich usually contains 
records for the firclvall itsclf and any external WtWV o r  
FTP servers) \\/as available t o  external hosts. T h e  draw- 
back o f  this approach is that a second host  was 
r e q ~ ~ i r e d  t o  r u n  the internal name scrvicc. 

I f  an organiz,ltion is no t  concerned tliat its internal 
name service is av~i1'1bIc t o  the outside \vorld, tlie firc- 
wall can act CIS A nanle server for both internal and 
externdl queries. This appl-oach raiscs some q l~es t ions  
regarding ho\v informdtion is delivered. F o r  example, 
the mail exchange (MX) records specified for internal 
11osts \\'ill be incorrect for hosts o n  the  external net-  
work. If the  proper  hierarchy is sho\vn for mail deli\,- 
ery ( that  is, the intcrn,ll host has the lo\\~cst M S  
priority, followed by the local mail hub ,  then the main 
corporate mail hub,  and then the  fire\vall itself), exter- 
nal hosts \vill a t tempt t o  connect unsuccessfi~lly t o  the 
three internal hosts before cvcntuall\i sending the mail 
t o  the  fire\vall. Although this does no t  consume con-  
siderable bandwidth, it does cause a noticeable delay in 
mail delivery t o  hosts o n  the private nenvorlt. 

T h e  AltaVista Firc\\,all name service is implemented 
using a name scr\~icc daemon (dnsd). Dnsd acts '1s a 
gateway accepting I3NS qi~crics  froni bo th  tlie private 
a ~ t d  external nen\,orks. It  also accepts D N S  qireries 
directly from application gateways and supports  dac- 
mons running o n  the firc\\.nll. Tbvo name servers bascd 
o n  the  standard Berkeley name daemon (b ind)  also 
run 011 the  fircwall in a protected environment .  O n e  
acts as an intcrnal nanic server containing information 
concerning the  f~ll database o f  internal hosts; the 
o ther  acts as an cstcrnal name scrvcr containing 01iIy 
selected information. Both name servers arc c o n f g -  
ured t o  accept requcsts from dnsd only. 

T h e  nalnc scr \ icc daenion dnsd considers bo th  the  
origin and the type o f  each DNS query  it recei\,cs. 
DNS queries that o r ~ g i n a t c  o n  the private network are 
treated differently from queries that  originate o n  the 
external network.  R e q ~ ~ c s t s  rccci\,ed by the  firc\vall 
are for\varded t o  o n e  o r  the  o ther  o f  t h e  name d,ie- 
mons,  bascd o n  the  form ,ind origin o f  the  question. 
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Table 1 sho~vs the rclationsliip benveen queries origi- 
nating on the cxtcrnal and internal networks, as well 
as queries by gateulays and other daemons running on 
tlie fire\vall. An authoritative query is a query tliat 
concerns a host wjtliin the doniain of the fire\vall. 
Queries from external sites, for domains other than 
those for \vhich tlic fire\vnll is authoritative, are 
rejected by defiult, t l ~ o ~ ~ g l ~  this behavior can be dis- 
abled, allo\ving such queries to be for\varded to the 
external name server. 

Thc main advantage of this dual-l>NS system is that 
it removes the requirement for a second host to run 
the internal name service. I t  also allows precise control 
over the dissemination of  name service information to 
hosts on the cxtcrnal nenvork. Tlie AltaVista Firewall 
GUI allows an administrator to enter a host name and 
specify whether o r  not that particular host name is 
visible to the external ~ienvork as well as to the intenlal 
nenvorks. Previously, it \\,as possible to  speci$ only 
whether or  not all internal hosts were visible, but the 
AltaVista Firewall no\\, allows this decision to be made 
for each host. The MX records are correctly generated 
so  that external hosts d o  not see MX records for hosts 
or  mail hubs on  the private network. Similarly, if the 
installation includes an external mail hub, this hub will 
not hold an MX record for internal machines when 
viewed from tlic intcrnal nenvork. 

'The firewall docs not permit zone transfers to ester- 
nal secondary name servers unless they appear in a fire- 
wall list of secondaries. A zone transfer involves 
transferring tlic fill1 information for a doniain from 
tlic primary domain server to one or more secondary 
servers. Any cxtcrnal secondary name server that is 
autliorizcd to receive zone transfers can still only see 
the doniain information as it exists from the pcrspcc- 
tive of tlie external nctworl<. This means that hosts 
on the private network that cannot be resolved from 
the cxtcrnal network \\rill not be included in any zone 
transfer initiated from tlie esternal networlc. Zone 
transfers from secondary name servers on  the internal 
nenvork d o  not need to be authorized. 

Access Control System 
Access control is a core function of a Iirew~all. Tlie access 
control systern in die AltaVista Firetvall provides a power- 
fill, flexible, and secure means for administrators to 
dcfinc who can use the application gateways on their 
fircwall. Thc ACL system is irnple~nented using a rule 
definidon Innguagc, a library offunctions used by all the 

Table 1 
Handling DNS Queries 

application gate\vays to load and interpret the rules, and 
a comprehensive user interface to allow firewall admin- 
istrators to exploit most of die pourer of the language. 

The architecture of the ACL systeni is very simple. I t  
is implemented as a static library. This static library is 
linltcd to an application gateway or  any server tliat con- 
trols access. The M I  to the library is minimal; it con- 
sists ofa function to load a rule set from an ACL ti lc and 
a function tliat takes the details of  a user's request as 
pilralncters and returns a decision to deny or  allow the 
action based on the rule set. The AltaVista Firewall has 
been designed so that each application gateway or  
server that uses the ACL system has a separatc rulc filc. 
However, the architecture of the ACL system does not 
requirc this, and ACL file sharing is possible. 

In the rest of this section, \ve describe thc require- 
ments for the ACL systeni and how d ~ c y  wcrc addressed. 

?'he access control system IIILIS~ be reliable. Since 
access control is a core function of a fireudl, the 
design team considered the reliability of the ACL sys- 
tem as primary. The ACL system \alas designed as a 
separate library that is statically linked to the applica- 
tion gateways. Static linking is used to cnsurc tliat 
this component cannot be easily replaced by v~ agent 
atterriptilig to subvert a gateway. Iinplementation as 
a separate component means that all gatcways and 
other servers that require access control usc a com- 
mon scr\,icc, and that this component can bc tested 
thoroughly and independently. This approach 
also had the advantage of allowing more project 
resources to be allocated to the design, iniplenicnta- 
tion, m d  testing of the ACL systeni. 

I t  was clear that a powerful language was required 
to define a wide range ofsecurity policies. A fire\vall 
administrator must be able to grant and deny access 
to individual users, to hosts, and to groups of users 
and hosts. The administrator n ~ ~ l s t  also be able to 
speci@ times at \~rhicli access is al lo\vcd. 

Because the access co~itrol language \\!as cxtrcmcly 
flexible, it was considered that policics must bc 
safe a id  tend to deny rather than allow access. Sclcral 
features of the language implement this requirement: 

-An implicit default rule states "If there is no  rule 
granting access to  a request, then that requcst is 
denied." This default rule cannot be altcrcd. 

-The  order of rules in the ACL file is not impor- 
tant. If there is a conflict between rules, a deny 
rulc takes precedence. 

Queries for which the  Queries for which the  
firewall is authoritative firewall is not authoritative 

Queries from internal network Internal name server External name server 
Queries from external network External name server Reject the  query 
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- A  blacldist rulc has been defined 7'his is a simple 
statement that taltcs a l ~ s t  of host nanes  or 
~ddresses. If a Iiost appears In a blackl~st statc- 
Inent, then no uscr can access that host using thc 
tirewall, m d  no user can access the firewall fro111 
the blacklisted host. 

- Time-based rules can be specified to deny or  allow 
access for particular periods during a day or  week. 

- A  GUI intcrfacc to the ACL system provides an 
intcrbce to most features of the system without 
recluiring the firewall administrator t o  gcncratc 
the ACL files manually. 

The interhce to the ACL system IS vcr)l simple. The 
API consists ofjust two filnctlons that an application 
g~tc\vay must call. The first fi~nctlon loads the rule 
set that the gnte\vay will use, and thc second func- 
tion takes the details of a request a user is making as 
parameters a i d  returns a deny or  d o \ v  decision. 

Tlie ACL system is also well integrated with the othcr 
systems in the firewall. For example, the ACL system 
performs its o\iln logging of each user request and 
the resulting decision to deny or d o \ \ .  access. 

The ACL grammar is a simple rule-based langtiagc 
that supports the definition of  a list of deny and allo\il 
rulcs for application gate\vays. Each application reads 
311 ACL file to load tlie rule set it uses to make acccss 
control decisions. 

The core of the ACL system is the algorithm used to 
allow or  deny acccss through the gateway. Each time 
tlie user maltes a request to an application gateway, 
the gateway builds a data structure describing the uscr 
and the recluested action and makes a call to the ACL 
system. The data passed to  the ACL system includes 
the following information: 

The canonical form of the FQDN of  the host from 
\vhich the uscr is making the call. 

The 11' address of the host from \vliicli thc uscr is 
connecting, 

The user identifier, ifthe user has been aud~enticatcd. 

The action tlic user is requesting. 

The server tliat the user wishes to acccss. Note tliat 
this could be the firewall itself. 

The ACL system uses tlie following algorithm to decide 
whcdicr to grant or  deny access to a user request. 

Search through all the time-based rules. Ifany time 
rule denies access to the requested operation, log 
tliat a rcquest was denied because of  a time rule and 
set a tlag to indicate that the request was denied. 

Search t l i r ~ i ~ g l ~  all the bldcklist rules. If the source 
or  target host is blacltlisted, log that a request was 
dcnicd because of a blacldist rule and set a tlag to 
indicate that the rcquest \\,as denied. 

Search through all tlie deny rules. If access is dcnicd 
bccnuse o fan  explicit deny rule, log that a rcclilest 
\vas dcnicd because of  a deny rule and set a flag to 
indicate that the request \alas denied. 

If the flag to indicate that the request has been 
denied is set, return 'DENY' to the gateway. 

Search tl~rougli ;IN the allow rules. Ifacccss is granted 
because of an explicit allow rule, log tliat a rcqllcst 
utas granted and return 'ALLOW to  tllc callcr. 

Log that acccss was dcnicd because no rulc matched 
the reqilest and retiun 'DENY' to the caller. 

Note that denying one request can gcncratc up to 
three log cntrics: access can be dcnicd bccausc of a 
time rule, a blacldist r~l le ,  and a deny rulc. If  all three 
rulcs are triggered, they are all logged. 'l'he decision to 
iniplcmcnt logging in this manner was niade to ensure 
that logs were complete and to ensure that all applica- 
ble alarms were triggered. Note also that if any deny 
rule is triggered, the ACL system does not e\!cn look at 
the allow rules. This means that the deny rules take 
precedence over the allow rules. Also note that if n o  
rule triggers that the request will be denied, the 
rcquest is denied. This implements the requirement 
that J I I ~  requcst that is not explicitly alloc\red is dcnicd. 

Reporting and Logging 
It is a primary function of a firewall to keep a n  audit 
trail of all network traffic for both allo\ved and denicd 
connections. Most a~lthors on the subject o f f  rewalls 
stress the importance of maintaining comprehensive 
logs so  that break-in attempts can be identified 
quicltly, and tlie necessary actiolis can be taken against 
the attacker. These actions can include contacting thc 
firewall administrator o f the  host the attacker is using, 
blacklisting the host the attacker is using, o r  temporar- 
ily shutting down some of the services that the attacker 
is trying to cxploit. 

Logging in the Altajlista Fire~vall is implemented 
 sing a common librar!~. This library is statically linkcd 
to all the f rewall components and provides a uniform 
logging interface and unifor~li entries in the f i r~\~~aI l ' s  
log filcs. Static linking is used to ensure tliat this com- 
ponent cannot be easily replaced by an agent attclnpt- 
ing to subvert a gateway. Each firewall coniponcnt 
initializes the logging function on  start-up, passing it 
an acronym that the library uses to tag all subsequent 
entries in log files. \Mien a firewall component calls the 
logging library to write an entry to the log filcs, it 
specifies a tlag indicating the type of  the log Inessiige 
and the log information. Log messages are of the 
following types: 

FW-LOG. Tlie message is informational 

FW-WARN. The message is a \izarning; thcrc m'1y 
be somc sccurity implications. This level usu~ll!, 
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indicates that some configuration information 
espected by the component is not present o r  can- 
not be accessed. 

W E V E N T .  This message is a security event. 
Event messages are detected by the alarm system 
as described above. 

All logged messages include the following information 
in tbc log entry written to tlie log file: 

The current date and time 

The component generating the message 

The log message type 

The log message information 

As well as ensuring that all firewall activity is logged, 
it is also critical that the fire\vall manages the logs files 
that are generated to ensure that the log information is 
retained for later analysis. The Al taVista Firewall auto- 
matically archives logs files on  a monthly basis and 
includes features to allo\v for the retention and/or 
deletion of log archives after one year. The firewall also 
nlonitors log disk space usage and \ \ r i l l  automatically 
inform the fire\vall administrator if tlie amount of 
space available falls below a specified size. If the log 
disk is fi~ll, the firewall will disable itselfso that no  net- 
work traffic can occur that is not logged. 

The AltaVista Firewall also pro\lides comprehensive 
traffic-reporting facilities, including an automated 
reporting service and a GUI-based custom report gen- 
erator. The fire\vall's reporting system allows a firewall 
administrator to  choose from a nu~iiber of report 
types, including summaries or  detailed information, 
on  individual gateways or  on all firewall services. 
Reports can be generated for daily, weekly, and 
monthly periods. These reports can be mailed auto- 
matically to a specified distribution list. 

Remote Management 
Firewall management has rapidly become a key issue 
for organizations implementing connections to the 
Internet, o r  for organizations required to  protect sev- 
eral parts of their internal private network. Typically, 
firewall products allowcd operator access only at the 
firewall system's console to ensure the security of the 
installation. Most organizations today prefer to cen- 
tralize their network control operations and expertise. 
Firewall products that r e q ~ ~ i r c  console-only access are 
often not considered. Also, rn'lny organizations place 
their firewalls at separate locations where collsole 
access for monitoring and control may be restricted 
for various reasons. The AltaVista Firewall's remote 
management provides a mechanism by which a central 
net\vork management body can control every firewall 
within an organization. 

The  key requirements for remotc management of a 
firewall are as follows: 

A secure channel between the firewall and the 
remote management client 

A consistent user interface for both local and 
remote management 

Support for multiple admilustrators with the ability 
to control the tasks each administrator can perform 

Clearly, any firewall remote management capability 
n - ~ ~ ~ s t  be conlpletely secure, offcring no possibility of 
comproniisc. If an attacker c'ln brcak into a fire\\dl's 
remote management channel, then the con~plete sub- 
version of the firewall is likely. 

For ease of management, it is also important that 
the user interface that is available remotely is the same 
as the one available locally, so that all firewall monitor- 
ing, control, and configuration hcilities are available 
from the remote host. 

Finally, the ability to support niultiple ad~rli~ustrators 
is r eq~~i red  when a firewall is being nianaged remotely, 
so that the organization that operates the firewall can 
control \\tho has access to the firewall and what opera- 
tions they can perform. Typically, a n  organization 
restricts the administrators ~vl io  can co~lfigure or 
reconfigure the firewall so that changes to the security 
policy the firewall implements are tightly controlled. 

As described previously, the user interface for the 
AltaVista Fireurall is implemented using an HTML- 
based approach, t h ~ ~ s  enabling any platform capable of 
supporting J \Vcb bro\+aer to managc tlie firewall. The 
key requirement is to secure the cc)nncction between 
tlie fire\vall and the remote host the GUI traffic travels 
over, because all management actions are performed 
by the GUI Web server running on  the firewall. The 
need to authenticate both the fireu~all and the remote 
host is critical to this. A l t h o ~ ~ g h  SSL-based solutions 
can easily deliver firewall authentication, it is less easy 
to  deliver remote host authentication, without provid- 
ing an appropriate key generation mechanism for 
potential clients within the firctvall product. Asolution 
is required that provides an encrypted channel for the 
GUI traffic and includes a mechanism that allows for 
authentication of both parties. 

The AltaVista Tunnel product was selected to pro- 
vide a secure channel for remotc management for two 
reasons: (1) I t  delivers a mechanism by which traffic 
between the host running the AltaVista Firewall and a 
remote host is secured through encryption, and (2) I t  
provides an easy-to-use mechanism for authentication 
of tlie two parties. For remote management, a tunnel 
is established between the remote host and the fire- 
wall. This tunnel provides the secure channel through 
which the firewall can be managed froni a remote 
host. The firewall acts as a tunnel server (running the 
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AltaVista Workgroup Edition T u ~ m e l  soh.varc), \vliile 
the remote host lnay be either a tunnel server or a tun- 
nel client (running the AltaVista Personal Edition 
Tunnel software). I11 this way, an administrator can 
manage a firewall from any platform that supports the 
AltaVista Tunnel. A modified version of  the AltaVista 
Workgroup Edition Tunnel software is shipped with 
the AltaVista Firewal I, as well as AltaVista Pcrson<il 
Edition Tunnel software for Windo\\.s 95 and  
\/lli~ido\~rs NT platforms. The firewall tunnel software 
is modified to restrict the number of concurrent tun- 
nels that can be started to one (for licensing reasons) 
and to operate the tunnel server on  a nonsta~idard 
port. This avoids clashes with organizations tliat are 
relaying tunnels by means of the  firewdl. 

A Web browser running on the firelvall conllccts to 
the GUI Web server using tlie local host's address. In 
contrast, a Web bro\vser running o n  the remote liost 
connects to the GUI Web server using the IP address of 
tlie tunnel endpoint. The endpoint is thc pseudo-IP 
address allocated to thc tunnel o n  tlie fircwall. The GUI 
Web server on the ti re\\/all is configured to allow only 
connections fro~ii the loca[ host (tlie fire\\iall) and fro111 
the t ~ ~ n n e l  endpoint (that is, tlie pseudo-IP address) of 
the reniote liost. The Web server automatically manages 
the GUI uni\.ersaJ resource locators (URLs) generated 
for each user interface coniponent, depending on 
\vhetIier the connection originates locally or through a 
remote management channel. Because thc AltaVista 
T~uinel product adds '1 route o n  die host ~t o ~ i c  cnd of a 
t ~ ~ n ~ i e l  to the pseudo-IP addrcss of the t ~ ~ ~ i n c l  endpoint 
on another host, traffic between the browser and GUI 
Web server is automatically routed through the tunnel 
and is secure %om interceptio~i. The GUI Web server 
rejects m)~attenipt  to connect ti-orn a host that is not the 
local host or does not ha\/c a remote management clian- 
nel configured for it. 

Thc i~nplementation of remote management sup- 
port in the AltaVista Fircwall includes GUI h n c t i o ~ ~ a l -  
ity that allows a firea,all administrator to add, view, and 
delete remote managcmcnt channels. When adding a 
new cliannel, the ad~ninistrator specifics the pseudo-IP 
addresses for both tunncl endpoints, the namc of 
the cha~inel, and tlie type of t ~ ~ n n e l  to  be i~sed 
(Workgroup or  Personal Edition). The GUI auto~iiati- 
cally configt~res the AltaVista Tunnel sofnvarc, sets up 
the tunnel configuration required, and generates tlie 
nccessary key and connection files for the rernote host. 
The administrator is not required to perform any direct 
AltaVista Tunnel management activities on  thc fircwall. 

The implementation of multiple administrator sup- 
port in the AltaVista Firen%ill includes GUI fi~nctional- 
it\.  that allo\vs an existing administrator to add otlier 
administrators, change their GUI login passwords, 
speci@ what GUI tasks they call perform, and delete an 
administrator. Althoi~gb the GUI  restricts administra- 
tor logins from a particular source to one at a ti~iic, it is 

possi blc that separate ad~ninistrators can log in locally 
and re~notely. Administrators are granted privileges to 
monitor, control, and configure tlie firewall for cach 
GUI subsysteni. O n e  administrator may be able only 
to monitor the firewall status, while another adminis- 
trator may have the necessary privileges to configure 
the security policies for application gatc\vays or to 
manage tlic user authentication systen?. In  addition, 
GUI pri\lilcgcs 'Ire allocated separately for local and 
rernote access, providing further tlcsibility for admin- 
istrator privilege control. 

Future Enhancements 

Large organizations that have local private ~icnvorlts in 
several geogr:~pliies currently linlc these nctwol.ks using 
expensive private connections. The g r o ~ i n g  availability 
of  inexpensive, high-speed Internet connections and 
the development of secure IP tunneling s o h a r e  prod- 
ucts, SLICII as tlic AltaVista Tunnel, is prompting many 
of these organizations to construct virt-ual private net- 
worlcs (VPNs). Sincc cach Internet conncction must be 
secure, the ncst logical step is t o  integrate the IP tun- 
neling G~pability into the AltaVista Firc\\rall. 

Larger organizations are moving away from the idea 
ofhaving one firc\vall as a single choke-point con~lec- 
tion to thc I~itcrnet. Instead, niultiplc ti rc\valls may be 
dispersed at sc\lcr,ll locations throughout J private net- 
rvorl<, pcrliaps on different continents. It \ \ r i l l  therefore 
be necessarp to  cnsure that the nct\vork security of 
each tirewall rc~iiains s)~~iclironizcd with the others. 
The ability to provide secure cnterprisc management 
of  several firewalls from a single location is a major 
challenge for the AltaVista Fire\\,all. 

IP multicast technology" is no\v bccomirig a core 
component of thc Internet and private corporate 
netxvorks. Multicasting is the ability to distribute data 
packets to a group of one or  more hosts, as opposed 
to unicasting, which refers to normal point-to-point 
Internet communications, a i d  broadcasting, which 
refers to one-to-all comn~u~icat ion.  IP multicast has 
enormous potential, most notably in low-cost, real-time 
conferencing (for example, video and audio), \ \ h e  each 
host must send data to all otlier confcrcncc participants 
and otlier Internet multimedia applications. Multicast 
datagrams, however, map pose security vi~luerabilities 
to machines tli;~t receive them. AltaVista Fire\vdl 
must address the need to relay multic'ist p,~cltets while 
continuing to cnsurc the securiy of tlie priv'lte nenvork. 

The deployment of IP networlts b ~ s e d  011 the 
next-generation Internet Protocol Suite, IP version 6 
(IPI:6),'" will address many of  the stri~ctural and 
security issucs that currently exist n,itIi 11\74. IPV6 will 
provide ~ n a u ) ~  advantages, including 

Scalability. R'lpid growth in thc Internet has 
resulted in tlic available 11' address space being con- 



sumed at an alarming rate. IPv6 provides a much 
larger address space. 

Security. IPv6 addresses authentication, integrity, 
and confidentiality issues. Because Ifit6 corrects 
many of the threats and vulnerabilities associated 
\\~itli 11\14, the architecture and security policy of an 
11116 firc\\~all ~vill significantly differ fiom those of 
an Ih.4 fire\\~all. The integration of Ifi16 support 
into tlie AltaVista Fircwall will require researching 
any outstanding security threats, as well as address- 
ing tlie practical issues of performance slowed by 

Summary 

The emergence of new technologies and the gro\vth 
of electronic commerce on the Internet means that 
network security will colitinue to increase in impor- 
tance. The AltaVista Firewall addresses customer 
requirements for securing their Internet collnections 
by providing a power f~~ l  and tlesible firewall product 
that includes application-level and packet-level net- 
work traffic control functions, traffic logging, and 
security monitoring capabilities, together with com- 
prehensive firewall configuration and management 
support through a GUI .  

'The AltaVista Fire\vall 97 for tlie DIGITAL UNIX 
operating systeni is no\\/ in its third release since its 
introduction in September 1995 dnd has achieved 
~n~ i rkc t  recognition for its liigli performance, its con]- 
prehensivc fircwall features, and its ease o f i ~ s e .  At the 
same time, tlie product provides systems integrators 
with a comprclicnsivc set of fircwall features and func- 
tionality to enable tlieni to provide customized net- 
work security. 
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I 
Nick Shipman 

Developing lnternet 
Software: AltaVista Mail 

The emergence of the lnternet as a place where 
people can conduct business prompted DIGITAL 

to investigate the development of products 
specifically for use in this environment. Electronic 
messaging systems based on lnternet technolo- 
gies provide the communication medium for 
many businesses today. The development of 
AltaVista Mail illustrates many of the concerns 
facing engineers who are designing products 
for this new customer base. The results of our 
experience can be helpful in many ways and 
should be of interest to those involved in 
designing technologies for running lnternet 
applications. 

In late 1993, the Mail Interchange Group (MIG)  
within DIGITAL started the AltaVista Mail develop- 
ment program. At that time, the members ofMIG bad 
substantial experience in the development of  elec- 
tronic mail (e-mail) technologies; however, the new 
products were being targeted for use on the Internet 
in an en\lironment that was quite different from the 
one for their previous products. In an effort to satisfy 
the new custoliier base, the ~nenibers of MIG reesani- 
ined their design and development process. 

The AltaVista Mail product emerged from efforts to 
improve MIG's support for Internet-based e-mail 
technologies. O u r  previous products were electronic 
mail and directory servers for nehvork bacltbone use, 
based on  the most recent X.400 and X.500 standards. 
Products suitable for the Internet environment would 
clearly be quite different. 

T h s  paper begins by presenting our analysis of 
Internet services and support sohpare and describing 
the transmission ofe-mail on  the Internet. The paper 
then discusses the iniplications of developing a prod- 
uct for the Internet en\~ironnient and explains the 
impact of those jmplicat.ions on the design and imple- 
mentation decisions that defined the AltaVista Mail 
product. The paper concludes with the engineering 
assumptions and habits that had to be overturned to 
build the product set. 

lnternet Services and Software 

During our initial analysis of  the product possibili- 
ties, we made several interesting observations about 
Internet services and sohvare, particularly in compari- 
son to the mission-critical products in MIG's existing 
portfolio. (Our  observations could more accurately be 
called assertions-it was and is remarkably difficult to 
get hard information about Internet use.) 

1. The  academic/research/technical community 
determined the nature of the Internet's service 
offerings. Most of the sohvare defining the 
Internet's services \\/as generated by and for t h ~ s  
comniunity. 
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2. The real market opportunity would not be among 
the academic/research/tech~iical community but 
would be drawn from ordinary businesses. 

3. Much of tlie service software on the Internet was 
unsa~sfactor)l for routine business usc, ather because 
it was unreliable or  because it was difficult for end 
users to deal with it. Even though free sohvare was 
abundant, much o f i t  did not \\fork. Support for the 
fice software was a risk some sohvare had excellent 
peer support; ~mfornunately, not all cnd users were 
aware of its existence or  were able to access it. 

4. We judged the operating system platforms corn- 
monly used for service s o h a r e  to be unsuitable for 
a large part of the business community. The various 
UNIX platforms need skilled local stafc corrupted 
or poorly configured Windows version 3.1 and 
Macintosh run-time ellvironments would be diffi- 
cult to d iag~~osc  and expensive to support. 

Espanding into support of  the Internet environ- 
ment would require us to  build native equivalents for 
some ofour  esisting server sofhvare. We believed that 
the Windo\\rs NT platform offered n good fra~nework 
for systems that would work well in any business envi- 
ronment and be easy to support. 

Initially, we required the following products: a server 
that supported the Simple Mail Transfer Protocol 
(SMTP) and die Post Office Protocol version 3 (POP3); 

a gateway to Lotus cc:Mail post offices; and a gateway 
to ~ c r o s o f f  Mail post offices. 

The SMTP/POP3 server is the mail system compo- 
nent responsible for accepting messages from mail 
client programs. It transmits them toward the recipi- 
cnts' SMTP servers and performs local delivery using 
the POP3 protocol. This process is described in more 
detail in the next section. 

E-mail o n  the Internet  

This section bricflg describes how Internet c-mail is 
transferred from the originator to the recipient. 

The originator's mail client program constructs a 
message according to the rules described in the 
Intcrnet standard, RFC 822.'  The RFC 822  standard 
defines a message as a sequence ofshor t  lines of7-bi t  
ASCII text, each terminated by a carriage-returtl and 
line-feed sequence (CRLF). The first lines are header 
fields; these are extensible but typically include the 
originator and recipient c-mail addresses, the date, and 
tlie message subject. The header ends \\,it11 a blank 
line, n11d the r e ~ i i a i n i n ~  lines cons t i t~~ te  thc body of the  
message. Figure 1 shows an SMTP dialogue that 
includes an RF;C 822  message. 

Where appropriate, the mail program can also follow 
the Multipurpose Internet M d  Extensions (MIME) 
rules in RFC 1521 and RFC 1522";; these describe 

SMTP c o m m a n d l r e s p o n s e  

220 s e r v e r l . a l t a v i s t a . c o . u k  A l t a V i s t a  M a i l  
V 1 . 0 / 1 . 0  BL22 SMTP r e a d y  

h e l o  c l i e n t l . a l t a v i s t a . c o . u k  
250 OK 
m a i l  f r o m : < F r e d @ a l t a v i s t a . c o . u k >  
250 O K  
r c p t  t o : < B i l l @ a l t a v i s t a . c o . u k >  
250 O K  

d a t a  
354 S t a r t  m a i l  i n p u t ;  e n d  w i t h  <CRLF>. <CRLF> 
D a t e :  Mon, 7 J u l  1997  0 8 : 3 0 : 1 3  + 0 1 0 0  
F r o m :  F r e d  < F r e d @ a l t a v i s t a . c o . u k >  
T o :  B i l l  < B i l l @ a l t a v i s t a . c o . u k >  
S u b j e c t :  E x a m p l e  m e s s a g e  

H i  B i l l ,  

T h i s  i s  a  t e s t  m e s s a g e .  
I t ' s  n o t  v e r y  l o n g .  

F r e d  

250 O K  
q u i t  
221  r e d s v r . a L t a v i s t a . c o . u k  c l o s i n g  c o n n e c t i o n  

Comments 
Caller opens connection 
Server's welcome message 

Client gives its own host name 
Host nnrne wns acceptable 
Identifies return padl for nondclivcry rcports 
Return path \\,as acceptable 
A recipient fix this message 
Recipient was acceptable 
Message follows 
OIZ to start message header 
Message's date 
Originator field 
Recipient field 
Subject fcld 
Blank line ends message-header ticlds 
Content lines.. . 

... End of content 
Message has bccn accepted 
No more messagcs; signing off 
Fi~lislicd 

Figure 1 
Example SMTP 1)ialogue 
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IIO\V to COIISULIC~ a message body to transfer typed and 
structured data and how to pass non-ASCII characters 
in header fields. Figure 2 shows an example of a mes- 
sage constructed according to the MIME standard. 

The originator's client submits the message to  a 
nearby SMTP server using the SMTP protocol..' This 
very simple protocol uses short, CRLF-terminated 
lines of 7-bit ASCII text t o  transfer its commands and 
responses. To submit a message, three commands are 
used: the M I L ,  RCPT, and DATA commands intro- 
duce the originator's e-mail address, the recipients' 
e-mail addresses, and the RFC 822 message data, 
respectively. 

The SMTl' server examines each recipient's e-mail 
address to decide where the message should be scnt. 
Recipients are routed by consulting the Domain 
Name System (DNS), a distributed directory that asso- 
ciates domain names with sets of typed resource 
records that denote the published properties of each 
domain.'' For a recipient, user@dornain.name, the 
target domai~l.name is loolted up and thc resource 
records of type MX (for Mail eXcliange) arc retrieved." 
These records list the hosts that the domain nominates 
to receive its mail; each host has a numeric preference 

value. Eventually, the Inail must be delivered to the 
most preferred host. 

For each target domain, the Sh/lTP server uses the 
SMTP protocol to transfer the message to the 
domain's most preferred, reachable MX host. (The 
most preferred host may be unreacliable from the local 
server: it may be switched off for a while, o r  it may be 
behind a firewall, a machine that protects a private net- 
work by limiting access from the open Internet to the 
machines inside the protected net\.vorl<.) The chosen 
host, if it is not  the most prcferred, forwards the 
message to a liiore preferred host and so on, until the 
message reaches the recipient domain's most preferred 
host. That liost tlien delivers the message to a11 area 
from which the recipient's mail client program can 
fetch it. 

Fetching a message is ofien a platform-specif c oper- 
ation, but a standard protocol such as POP3 can also 
be used .Th i s  simple, test-based protocol allows the 
mail client to list the messages waiting to be fetched, 
to fetch individual messages, and to delete thern from 
the server once they are safely stored within the dient. 

Newer, more feature-rich protocols and interfaces, 
such as the Internet [Message Access Protocol version 

M I M E  d a t a  

D a t e :  Mon, 7  J u l  1 9 9 7  08:30:13 +0100 
F r o m :  F r e d  < F r e d @ a l t a v i s t a . c o . u k >  
T o :  B i  1 1  < B i  l l @ a l t a v i s t a . c o . u k >  
S u b j e c t :  B i n a r y  a t t a c h m e n t  
M I M E - v e r s i o n :  1.0 
C o n t e n t - t y p e :  m u l t i p a r t / m i x e d ;  

b o u n d a r y = " z z z B o u n d a r y z z z "  

- - z z z B o u n d a r y z z z  
C o n t e n t - t y p e :  t e x t / p l a i n ;  c h a r s e t = " u s - a s c i i "  
C o n t e n t - T r a n s f e r - E n c o d i n g :  7 b i t  

H i  B i l l ,  

H e r e ' s  a  b i n a r y  f i l e .  
I t ' s  f o u r  b y t e s  o f  a l l  1 ' s .  

F r e d  

- - z z z B o u n d a r y z z z  
C o n t e n t - t y p e :  a p p l i c a t i o n / o c t e t - s t r e a m ;  

n a m e = " f  o o .  d a  t "  

C o n t e n t - T r a n s f e r - E n c o d i n g :  b a s e 6 4  

Coniments 

Normal RFC 822 header fields 

This is a MIME message.. . 

. . . consisting of a list of body parts 
Blank line ends message-header fields 
Start.. . 
. . . of first body part.. . 
. . . in ASCII plain text.. . 
... using 7-bit encoding 
Blank line ends bod\,-part-lieadcr fields 
Body-part contents 

End. . .  
. . . of ti rst body part alld start of second.. . 
. . . a streani of bytes called foo.dat.. . 

. . . using basc64 encoding 
Blank line ends bociy-part-header fields 
Hcs FFFFE'FFF crlcodcd in base64 
E~ld . . .  

- - z z z B o u n d a r y z z z - -  . . . of message 

Figure 2 
Esarnplc MILME Message 
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4 (IMAJ?4), d o  offer certain user advantages; how eve^, 
they d o  not perform the basic job of delivering nles- 
sages any better than POP3." Even though support for 
INLAP4 was added to AltaVista Mail version 2.0, POP3 
remains tlie method of choice for fetching messages 
from a remote server: this protocol is so  simple that it 
is hard to implement incorrectly. 

Product Design Decisions 

The definition of the AltaVista Mail product set did 
not  start with technical issues. Instead, it started with 
an assumption about the purchase price of a product. 
Even though the price we chosc was not used for the 
released product, our assunlption turned out  to be, 
perhaps, the most useful and powerful design tool 
available during development. 

Product Pricing and Organizational Concerns 
We \\!ere interested in exploring tlie implications of 
offering a product at a very low price and selling in 
very large quantities to make the business wortliwl~ile. 
MIG's previous products had been priced at the oppo- 
site end of the price scale: they were expensive, b i ~ t  
they were valuable to the relatively few custon1ers \4~hc) 
needed their functions. 

(Interestingly, as we explored tlie necessary organi- 
zational and technical changes involved in moving to  
the low end, we realized t l ~ t t  they would in no way 
jeopardize our ability to sell at the high end. Thc orga- 
nizational changes improve efficiency n o  matter what 
the product price, and the technical changes nlake for 
a better, more usable prod~rct regardless of the cus- 
tomer profile.) 

Our  starting point was to investigate the engineer- 
ing implications of building a product that would sell 
for $100. We concluded the follouling: 

To  niaximize the number of products sold, we 
would Iiave to sat is^ the largest imaginable cus- 
tomer base and not  exclude a potential customer 
for any rcason. 

Custoniers attracted to a lo\\! purcliase price \vill 
also require low running costs. No  hidden costs 
coi~ld be associated with running the product. 

Support costs would have to be kept to a minimum. 
If each customer needed telephone support scveral 
times over the life of the product, tlic $100 price 
would not cover support expenses. We would have 
to aim at receiving zero support calls. 

We \vould have to minimize the implementation 
and n~a in ten~nce  cost and deliver products , ~ n d  
updatcs as early as poss~blc. The Internet marlcet 
moves cluickly, partici~larly at  the low end, and a 
long developn~ent cycle loses sales. 
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Our  existing approach to de\lelopment involved 
obtaining agreement from many groups within 
DIGITAL concerning the nature of a problem area 
and the architecture of  any solutions, and then imple- 
menting product versions against the architecture. 
This process is s lo~v and expensive with considerable 
management overhead. 

For tlie AltaVista Mail product, we decided instead 
to direct a small team to generate a product-cluality 
prototype as quickly as possible and to ship that proto- 
type as a product. In the interests of rapid develop- 
ment, we would deliberately discard much of  the 
traditional Phase Review Process but would use regu- 
lar, informal monitoring to  ensure tliat the prototype 
remained acceptable to our target customer. 

All design and implementatioii decisions ~\lould 
be judged by their effect o n  this target customer, 
not  by their adherence to an architecture. All future 
de\lclopment \\iould be guidcd by cirstomcr feed- 
back. :This mcthod is far less expensive, dcli\,ers a 
product far sooner, and is more likely to reflect cur- 
rent cus ton~cr  needs. 

Technological Concerns 
Our ideas on product pricing and the design process 
led to three initial design decisions. 

First, nonespert users must be able to get thc full 
value from the product. Setting LIP and configuring 
the product must involvc answering the m i n i n i ~ ~ m  
number of questions. Each qi~estion must relatc to a 
topic on  which the user can reasonably be expectcd to 
have an opinion. The user must not be askcd qi~cstions 
about tlie internal operation of the product, only 
about topics \vith an external significance. 

Thc product lnust offer the niininium ~ i ~ ~ n i b e r  of 
operational controls. (Some high-end custoniers 
demand many controls. If necessary, these controls 
could be addcd in a later version; but the prodi~ct must 
not depend on them, the!, should not be presented to 
tlie average user, and those iiscrs who insist on seeing 
them should be charged a prcmiurn to  cover the addi- 
tional support costs. We ~vould explicitly accept tliat 
there are certain customers \\re should not aim to sat- 
is@ and ce r t~ in  features \\,c sliould never offer.) 

Second, the product must ne\,er go  wrong. The 
product must never encounter any internal errors, 
only those caused by failures in its operational cnvi- 
ronriicnt. Any environmental failure must be 
reported completely and accurately in terms that the 
user can understand. After a failure has been fixed, the 
product must start working again with no fi~rther 
intervention. If an environmental failure or  an opera- 
tor intervention corrupted the software, reinstalling 
the lcit must gct the system working again. The prod- 
uct  nus st not depend on  any product that docs not 
follow these rules. 
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protocol over a Transmission Control Protocol/ 
Internet Protocol (TCP/IP) link. Therefore the GUI 
can control servers elsewhere in the network. 

The GUI has nvo modes. The default mode is a s i ~ n -  
ple menu with links to k~nctions that invoke the most 
common administrative tasks: network configuration; 
adding users and mailing lists; redirecting mail and 
changing passwords; and self-test. This mode, shown 
in Figure 3, is a nonthreatening interface for inesperi- 
enced administrators; they d o  not need any other 
information to use the server successfi~lly. This rncans 
that local users with n o  specialized kno\vledge can set 
up small and undemanding sites. 

Administrators of  large or  busy sites need to  usc the 
advanced mode, shown in Figure 4. This interface is 
similar to  the style o f the  Windows Explorer GUI  and 
gives access to every server and mailbos control, the 
messages in the server, and its operational logs. 

Both modes include an on-line help file that gives 
a brief introduction t o  the system, reference infor- 

nlation on  all the visible controls, and assistance in 
troubleshooting. Apart from the equivalent help text 
in the World Wide Web forms, this is the only product 
documentat~on. 

The self-tcst is one of thc most important adminis- 
tratlon fi~nctions for sites at which mail is a mission- 
critical service. The  self-test checks that all aspects of 
the local machine's environ~iicnt that are neccssary for 
the servcr to operate d o  ~ndccd work; it also chcclcs 
that thc scrver is respond~ng correctly on all thc net- 
work ports it serves. I n  a r c d ~ ~ n d a n t  en\~lronrncnt, the 
self-test checks every element to make sure partial fail- 
ures are reported. For eiamplc, a host generally kno\vs 
of  two or  more DNS ser\,ers, only one of which nceds 
to be working for the mail server to riun. Bccausc the 
mail scrvcr cvill not sec a problcnl iintil tlic l ~ s t  DNS 
servcr d m ,  the self-test must rcport any partlal failure. 

The self-test is vital: a r e g ~ ~ l a r  check is the only way to 
be sure that a background server is worlc~ng. A server 
cannot be guaranteed to inform an administrator of 

@ AItaVitta Mail aclClinisbetion tasks mmm~i 

:<: -.-.. .-. ............................................................................ 
, , 
,: Set up the AltaVista Mail server 

I i ....................................................................... .. 
Create a mailbox for a user 

Change a mailbox password r 
Redirect a mailbox to another user 

Create a mailing list 

fast-the Altagsta Md servkr r 

Figure 3 
Windows-based Administration GUI, Simple Men~l 

38 Digital Technical lourna l  Vol. 9 No. 2 1997 



server Edit Yiew lools Help 

stion F 

sword.. I 

Message identifier I Lad modified time 

3 Server . rilrri~en altav~sta co uk 
+ .-? Dommns 
- a Logs 

AdrninistratinnIJperations 

@ Elrors 
@ IrnapOperat~ons 

MesrageOperations 
Pop30peratlons 
Security a SmtpOperations 

- Mailboxes 

DeadLetters 
@ Gatew,3ys 
@ h1a111rrg llsls 

B -  
'+ @ Test< 
t @ Users 

Figure 4 
Windows-based Administration GUI, Advanced Mode 
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problems because the problems may affect the notifi- 
cation path used. The AltaVista Mail self-test allows an 
administrator to perform the necessary check with a 
single "button click." The self-test also runs as part of 
a regular cleanup procedure. Errors are reported to 
the server's error log, so a less active administrator can 
nlonitor the system by reading this log every fe\v days. 

World Wide Web Forms. The World Wide Web 
(WWV) forms interface is provided by a built-in 
Hypertext Transfer Protocol (HTTP) server. This 
interface offers the same facilities as the Windo\vs 
adniinistration GUI. Because a Windows Explorer- 
style GUI is more difficult to present using a Web 
browser, we implemented the "power user" options 
on the top-level task menu of the W V  form. These 
options make the initial jnterface somewhat intimidat- 
ing, because they include controJs whose function may 
not be understood by an inexperienced administrator. 
The fi~miliar controls, however, are grouped together. 
The Web GUI is shoaln in Figure 5. 

Several details help malie the three user interfaces 
approachable and nonthreatening. 

When the software requires the user to answer a 
series of questions, it presents a dialogue box chain 
(sometimes known as a "wizard"). Used properly, this 
technique allows the user to concentrate on one thing 
at a time, \vith all distracting material hidden. 

Every question in a dialogue box chain gives an 
explanation ofwhat information is needed, any suitable 
defaults or examples, a suggestion ofwhom to contact 
to find the answer, and a safe way to abort the process. 
If the user knows the answer, he or she will be able to 
recognize it in the example. Users who do  not know 
the answer will not be intimidated by the wording. 

The logic worlts in terms the user understands, not 
in terms of the software's operation. The gateways, for 
example, contain a question that the sofhvare does not 
use other than to mdce the text of the succeeding dia- 
logues relate to the user's environment. 

Somc controls can easily be invoked in error but 
cannot be redefined to malie the error less likely. In 
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these cases, the resulting dialogue box confirms the 
control's hnction and offers the opportunity to try 
again. For example, it is easy to hit the add-username- 
to-mailbox control instead of  the add-mailbox con- 
trol, and this confi~sion cannot e:~sily bc cliniinated 
with a re\lised definition. The add-usernanic dialogue 
therefore warns that it does not add 1.1 mnilbox but 
offers a route to the dialogue that does. 

The mechanical operation of all co~ltrols is smooth. 
Appropriate default hnctions are al\vays active; for 
example, when an input field is empty, the default 

Figure 5 
VWW Forms Administration G U I  

hnct ion might be "Ncxt" or  "Skip"; but the moment 
any test is entcrcd, the default fiinction changes to 
"Add" (or whate\ler nor~nally happens to the input 
text). This helps thc uscr ignore the interface and con- 
centrate on the ~neaning. 

Performance 
In a mail server product, performance, measured as 
the number of  messages processed per unit time, is 
usually a major concern. 111 previous products 
designed by MIG, pcrfonnance nras among the hand- 
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ful of top-priority goals, and from these wc had 
learned a great deal about designing for the highest 
possible performance. We had also learned that the 
single-minded pursuit of performance is cxpensive, 
disruptive to implementation, and prone to error. 

This experience yielded a set of  informal rules for 
cost-effective design regarding application perfor- 
mance. These rules proved to be effisctive during the 
de\lelopment of the AltaVista Mail product set. 
(Remember, these rules relate to  the performance of 
typical applications: they would not apply to writing an 
operating system or  other low-level code.) 

I .  Estimate the mi~iimum disk 1/0 tliat the product 
operations will require, but treat this value only as a 
sanity check against gross waste of resources. Do 
not insist that this mi~iimum be achieved. 

2. Avoid checking special cases in a task's input data to  
avoid processing steps. Such optiniizations are vcrp 
likely to  cause maintenance errors to go  i~nnoticed 
and greatly increase the cost of  the system test. 

3. Never optimize tasks that consume only CPU time; 
examine only those algorithms suspected of being 
high-order consumers. It is almost never worth 
optimizing error cascs. 

4. D o  not use complicated buffer management 
schemes to avoid copying data. Conlplicated code 
is prone to maintenance errors, and performance 
will not  be helped much. Modern coinpilters are 
very good at copying buffers of data but relatively 
slot\/ at executing the complex branch logic that 
might be required to avoid copying data. 

5. Take advantage of thc high-performance system 
routines in modern operating systems. D o  not 
bu~ld  a memory allocator or  a disk cache: the oper- 
atlng system developer has already spent far more 
on  performance than an application developer can 
afford to  spend. (Even if the operating system rou- 
tines d o  not perform well, the problem will be com- 
mon to all applications that use the platform.) 
Spend time solving the customer's problem, not 
repeating operating system development. 

6. Use the operating system disk cache. I t  can be 
\vorthwhile to read even quite large amounts of file 
data in multiple passes if that will simplify program 
logic: the data will normally stay in memory for a 
subsequent pass. If the data has been flushed from 
the cache for the next pass, then the system had a 
better use for the memory, and any attempt to 
avoid multiple passes by remembering substantial 
state will degrade performance, not improve it. 

7. Never offer an as)lnchronous application program- 
mer interface (API), and avoid using asynchronous 
modes of  otherwise synchronous services, cven if 
that technique is presented as the way to obtain 
good performance. When more than a tiny rcgion 

ofcode is directly affected by asynchronous events, it 
becomes difficult to be convinced that the code 
works. In addition, the code is unlikely to keep work- 
ing as it is maintained. Synchronous methods-multi- 
threading with thread-synchronous calls, polling, 
and timeouts-will normally jrield perfectly adequate 
performance; they need old)! be avoided for very 
low-level code such as GUI window procedures. 

8. Where latency requirements permit, polling for 
new work o r  configuration changes can be a better 
solution than an active not i f ic~t io~i  path. Polling is 
easy to implement and robust. There is n o  need to 
ensure that an idle program is complctcly Inactwe, 
since modern operating systems page rather than 
swap, minor CPU attention c\/cry fc\v seconds 
imposes no noticcable performance penalty. 

Our  approach to performance-and its nearly com- 
plete subordination to simplicity-can be scen in sc\.- 
era1 aspects of AltaVista Mail's operation. 

The ser\rer's fi~nction is to s\\/itcli messages, so its 
database is a set of messages organized by target. Each 
message is held as a single text file; the test consists of 
the SMTP commands that would introduce each mes- 
sage to the server. 

A message file is held in a directory that denotes its 
target, \vhether that target is a remote domain, a local 
mailbox, or  a thread of the SlMTP server itself. When 
the router decides on the target, it copies the message 
to its target directory and deletes the original. When a 
message splits t o  ~nultiple targets, n o  attempt is made 
to share the common message data. 

Although we could have designed a far more effi- 
cient way of  representing the message database and 
splitting the message data as it flows tl~rougli the server, 
our experience with pre\~ious products suggested that it 
was not necessarp. Because the storage s)lstern we chose 
was a simple one, we could afford to throw it away if it 
did not work under load. Happily, it did work, and we 
gained a highly robust storage system with excellent 
performance for a trivial investment. 

When a message is passed from one thread of the 
SMTP server to another, it is left in the target thread's 
input director)l. There is n o  notification path; the tar- 
get thread discovers the message by polling. 

To make the source code as con~prehensible as pos- 
sible, the server uses extremely simplc protocol 
parsers. The source code is organized in terms of a 
programmer's understanding of the protocol, not 
some abstraction that might be more efficient. The 
parsers scan the input data as many times as is conve- 
nient to  extract the data they need at each level. The 
result is secure and reliable protocol machines that are 
easy to verify and nioditii when necessary. 

Despite the apparent lack of care for con\ientional 
performance concerns, extreme \vorkloads must be 
supported. All the server's components nlust support 
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huge numbers of messages, messages of huge size, 
niessages \vitli huge recipient lists, and messages bound 
for huge 11~11nbers of targets. Ideally, the system should 
impose no limits belo\v those imposed by the underly- 
ing machines. An estreme worltload should cause 110 

problems or substantially reduce tlie \\/orl< rate. 
The POP3 server has to be able to support tens of 

thousands of messages in a niailbox. O n  connecting, 
most POP3 clients ask for a mailbox listing, which 
in\~olves c o ~ ~ n t i n g  the size of each message in the mail- 
box. Ifthousands of  messages arc present, this can take 
so  long that tlie client disconnects, believing the ser\,er 
has failed. Subsequent reconncctions see exactly the 
same problem, and n o  mail flo\vs. To avoid this prob- 
lem, the server returns a partial listing to the client if it 
believes the full listing is taking too long. When the 
full listing is finished, it is written to disk to be 
returned to the client the nest time it connects. 

SMTI' rules state that servers must support at least 
100 recipients per message, and that ideally there 
should be 110 limit. Our  existing custonler base expects 
n o  limit. Arbitrarily large recipient lists can be allo- 
cated in virtual memory simply by configuring a page 
tile of sufficient size. Ho\\~evcr, very large lists then 
impose a severe and higl~ly variable load on the system. 
To keep the system load within reasonable bounds, \ve 
placed an upper bound on the amount ofvirti~al mem- 
ory claimed. The server limits the 11111nber of splits a 
single message can malte while being routed. (A block 
of virtual memory is required for each split, not for 
each recipient; Iio\vever, in the \YOI.S~ case, each rccipi- 
ent requires its o\\,n split.) Once a ~iiessage's recipient 
list has split to more than 64 targets, subsequent recip- 
ients are moved to a new copy of  the message that \ \ / i l l  
be routed separately, regardless of whether the rccipi- 
ents could have been served by an existing split. 

Error Handling and Error Reporting 
The server has to work reliably, even in the fi~ce of  
errors in the local environnicnt. Experience suggests 
that code containing many error paths does not work. 
If a fi~nction can fail for any of  several indi\lid~~ally 
identified reasons, and the calling code has to handle 
each reason separately, sooner or  later some of tliosc 
error paths \ \ r i l l  be incorrect. Checking that each path 
continues to work as development and maintenance 
continues makes the system test very expensive; fur- 
thermore, it is difficult t o  cause every possible error to 
arise when testing. 

To  ensure its reliability, the server uses the follo\\li~ig 
implenientatio~~ rule: any f~~nc t ion  is allon~ed to fail, 
but its calling code is not allo\\!cd to distinguisli 
between tlie \narious reasons for hilure. Indeed, it cnn- 

I ure return not nialte a distinction, because only one fq'l 
code is deti ned. Functions were re\vorlted as necessary, 
so the rule could bc observed. 

(A related observation is that the code will be more 
reliable when only one kind of success outcome is 
allowed. We found this to be true to some extent: it is 
equivalent to saying that a linear, rionconditional flour 
of control is more reliable than a highly conditional 
one. Ho\\zc\ier, ,as long as every success outcome does 
occur during the product's nornial operation, the code 
that handles it will probably continue to work, and the 
system test will have reasoli to check tliat it does.) 

The server also has to report any errors it encoun- 
ters: it must say \\!hich server operation could not be 
performed, precisel!/ what system condition c a ~ ~ s c d  it 
to fail, and what to d o  about the problem. This appar- 
ently contlicting requirenlent is Iiand.led \vitli a sccond 
rule: error handling must be conipletelp separutcd 
from error reporting. 

Error reporting works with the structi~re of the 
server. Thc ser\.er's flo\v of  control and breakdo\\ln 
into threads were designed specifically to support pre- 
cise error reporting. Each thread has a well-defined 
purpose that can, if necessary, be explained to the 
administrator, o r  at least named in a diagnostic report 
without causing confi~sion. Because a thread is fi~lly in 
charge of its task, it is able to rcport tlie significance of 
any hilures it encounters to tlic administrator. 

A rout i~ie  uses a simple stack-based error-posting 
module to report an encountered error. The report 
includes a description of the failed operation, the oper- 
ation's parameters, and other helpfill information such 
as the name ~ n d  return status of any failed systcni call. 
The routine then returns the standard error status 
code. Its callcr sees that this r o ~ ~ t i n e  has failed and gen- 
erates a rcport, logging the failure and adding any rel- 
evant parameters it holds. 'The caller then releases nny 
resources associated with the failed request and 
returns the standard error status code. Eventually a 
high-level routine handles the failure, t)lpically by log- 
ging tlie stack of error reports and continuing \-\,it11 its 
nest item ofwork. 

O u r  approacli to error handling and reporting 
yielded extremely good results, but  it had two serious 
iniplications. First, we could not  import any source 
code from existing systems: all the code in the server 
had to  use the error handling and reporting methods 
just describcd. Often, we could not  use an estub- 
lished API definition for common functions. Second, 
the product and each of its components nccds built- 
in knowledge of  its function as perceived by the user, 
so  it can rcport tlie true status of any problcni and 
ideally give suggestions for fixing the problem. I t  
needs to rcport the implications of the probleni, not  
merely the facts of the problem. For these reasons, 
\ve c o ~ ~ l d  not use the po\vcl-fi~l UNIX-style approach 
of buildi~ig coniples systems out  of  small, general- 
purpose tools. 
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Additional Necessary Features 
In general, we tried to avoid adding features and keep 
in mind the server's one basic function: to move mes- 
sages from place to place with minimal user interven- 
tion. When forced to add a feature, we aimed to keep 
it as simple and inexpensive to implement as possible, 
yet ensure that the feature offered the greatest real 
value. Obviously, this involved a wade-off, but it was 
usually clear bow far to go. 

The server needed a log subsystem to report important 
events, for example, errors encountered and suspected 
security violations (attempts to break into the server). To 
gain the maximum benefit from the log subsystem, we 
also used it to report die normal activities of the server 
in sufficient depth to perform a complete analysis of its 
work. Tlus allows the logs to be used for load monitoring, 
performance analysis, message tracing, and billing and 
accounting. Enough information is logged to identify 
exactly what has happened to each message submitted to 
the server. Header information allows the originator and 
the recipients to be identified, and checksums for enve- 
lope and content allow duplicate messages to be detected. 
Duplicate detection is usefill as a diagnostic aid and to 
avoid billing multiple times for a siigle message. 

The POP3 protocol does not report a message's 
actual recipients (as opposed to the To: and Cc: fields, 
which may not be complete or even related to the real 
recipients). It therefore cannot be used as a way of 
delivering messages to gateways: it is only suitable for 
final delivery to recipients. For this reason, the addi- 
tion of a proprietary interface could not be avoided. 
We chose to implement an API because it offers the 
simplest possible interface to the message data: 
sequential access to the return path, the recipients, the 
header fields, and the lines of content data. At the 
same time, it provides routines that encapsulate much 
of the complicated and error-prone logic that gate- 
ways often necd. 

For example, the API allows a gateway that is fetch- 
ing a message to handle each recipient individually: it 
can accept, nondeliver, redirect, expand, or send for 
retry each of the recipients it sees. The gateway auto- 
matically generates any required new messages, includ- 
ing nondelivery reports, messages containing those 
recipients sent for retry, and messages wit11 new recipi- 
ents added by redirection or mailing list expansion. 

The use of an APT also guarantees that a gateway's 
operation is fiilly logged. When message-IDS and orig- 
inator and recipient addresses are translated between 
SMTP and the foreign representation, the correspon- 
dence is logged. Messages can then be traced, even 
across gateway boundaries. 

In addition to these features, we extended the ser- 
vices of the built-in HTTP server, which offers the 
administration Web pages. With a combination of 
server-parsed hypertext mark-up language (HTML) 

and a low-level attribute handling system to read and 
write server data, a custonler can change both the 
appearance and the hnction of the Web pages, simply 
by editing HTML files. 

Experience with the Product 

The AltaVista Mail product set has achieved its design 
goals and has validated the implementation rules we 
imposed on it. I t  has been inexpensive to develop, sup- 
port, and maintain; is a well-behaved and effective 
solution; offers excellent performance; and has yielded 
very few bugs. 

Its major deficiency is that AltaVista Mail, by itself, 
does not form a complete solution. Despite our efforts 
to  ensure that it can be run by inexperienced adminis- 
trators, it relies on complex external technologies. 
Dial-up networking, Internet Protocol address assign- 
ment, and the other aspects of the intcrface to the 
Internet service provider present problems that are 
not easy to deal \vith. 

Our major probleni is the configuration of M X  
( r o ~ ~ t i n g  information) records in DNS. Although the 
product reports misconfiguration accurately, users call 
us to find out what to do  about it. Better integration 
with 1lNS would substantially reduce our support 
load. 

Overall, we tried to keep the number of controls to 
the minimum. In retrospect, we did build in a few that 
perhaps should not have been provided. For example, 
the administrator has complete control over the SMTP 
timeouts. Although this is required by the relevant 
RFC documents, we should have had the confidence 
to pick values that worked everywhere rather than pro- 
vide the control. 

O n  the other hand, providing more control in cer- 
tain areas would have expanded the range of cus- 
tomers who could use the product. For example, some 
low-end customers need to  control the schedule on 
which SMTP connections and DNS requests are made, 
and the dial-up facilities we provide are too crude to 
do  this. 

Conclusions 

This section reviews the organizational, design, and 
implementation rules we found most helpfill in build- 
ing the initial AltaVista Mad products. These ideas are 
the ones we recommend to engineers who are starting 
a new area ofwork. 

Running a Development Project 
If possible, develop a new application as a p r o d ~ ~ c t -  
quality prototype, not as the implementation of an 
architecture. A prototype can be brought to market 
quickly and inexpensively and will generate helpfill 
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feedback from customers. I t  is much more difficult to 
make sure an abstract architecture is not espensively 
addressing problems that d o  not  need to be solved. 

D o  not develop prototypes that are not product- 
quality. A body of unshippable code that has been 
built as a proof of concept does not demonstrate the 
practicality of building a product. Take shortcuts, but 
not in any area that affects tlie application's fitness for 
iue o r  maintainability. If the outcome is a shippable 
prototype, the choice can then be made whether to  
ship it or  not. 

Acccpt requirements input from anyone who will 
express all opinion but grant veto power only to 
those who are funding the project. D o  not let a 
search for consensus slow the application's entry into 
the market but be very clear about why the applica- 
tion is the right thing, keep track of  the risks, and be 
ready to  respond to  changes in the market. D o  not  
use tlie beta test (open field test) merely to check if 
the product \\larks; use it to decide n,hether the 
product needs changes. A change of  mind at the last 
~n inu te  is not a failure. 

Underfund sohvare development. Allo\v enough 
time to produce the core of  the solution and n o  more. 
This helps developers in two ways: they concentrate on 
what really matters, so  they keep looking for the most 
effective ways to solve the largest possible parts o f the  
problem, and they d o  not start "Initting." Developers 
enjoy developing; given adequate time, they will 
increase tlie functionality of the product. This a l i l l  
reduce tlie product's quality, not  increasc it. Given 
extra resources, it is unlikely that those funding d a d -  
oprnent would choose the extra hlnctionality a devel- 
oper ~ ~ o u l d  like to build. 

Defining a Product 
Technical issues are never the most important consid- 
erations in defining a product. The most important 
thing to analyze is the customer profile. Instead of 
building a product, the goal should be solving prob- 
lems for the custolrler. The more accurately the cus- 
tomer's problc~iis can be char~cterized, the more 
effcctivcly thc product will solve them. 

At tllc beginning, ;lssume that the product will be 
sold at a very low price. Think through the irnplica- 
tions; they will indicate the nature of an acceptable 
product. Theti, if the price is higher, add the extra fea- 
tures that the increased price will require. 

Assume that the product will be supported directly 
from the engineering group. Imagine what would be 
necessary to support the product and define require- 
ments to impose on the product that will minimize the 
cost of providing support. Then, if the product is sup- 
ported elsewhere, add the exwa features that the ester- 
nal support structure will require. 

Design and Implementation 
Only a limited number of clever and difficult compo- 
nents can be designed and built into the product. 
Make sure they are the ones that cvill make the most 
difference, and make sure each difficult part is as small 
as it can be by encapsulating it in a simple interface. 
Outside the most critical areas, use the simplest designs 
possible. D o  not simpli@ t o  spend less time on  design: 
simplitjl to improve the quality of the product and to 
rcducc thc cost of implementation and maintenance. 

Early in the project, determine the performance 
goals for the product. Choose a small number of  arcas 
in which to be careful and ruthlessly sjtnpliq thc rest. 
Oncc learned, design for performance is a slull that is 
difficult to keep under control. However, time spent 
on  performance is an in\~estment, and a deliberate 
choice of investments is needed. 
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DIGITAL Personal 
Workstations: The Design 
of Hig h-performance, 
Low-cost Alpha Systems 

The new DIGITAL Personal Workstations 
for Windows NT (a-series) and DIGITAL UNIX 

(au-series) incorporate a 21 164 Alpha micro- 
processor, a highly integrated core logic inter- 
face, synchronous main memory and cache, 
and commodity PC parts. The traditional core 
logic chip set has been designed as a single-chip 
ASIC. The high-performance uniprocessor work- 
station includes a low-cost interrupt scheme, 
tight timing control of clocks for maximal per- 
formance, and a flash ROM interface. 

In 1995, DIGITAL began development of a low-cost 
system iniplen~entation of the 21 164 n~icroprocessor, 
incorporating emerging memory technologies to 
improve system performance. -Kis paper discusses the 
major architecti~ral and design features ofthe DIGITAL 
Personal Workstation a-series and au-series, ION/-cost, 
high-perforniance systems powered by the 2 1 164 
Alpha microprocessor. I t  focuses on some of the 
i~nusual design features incorporated into the new core 
logic chip, the 21 174 application-specific integrated cir- 
cuit (ASIC). The paper also addresses a novel clock dis- 
tribution strategy with feedback for skew reduction, a 
1ocv-cost interrupt scheme, and a capability to boot 
directly from reprogamniable flash read-only memory 
(flash 1XOM). 

The original project was to build a platform for the 
DIGITAL PersonaJ Workstation running the Microsoft 
Windows NT operating system. This systeni is desig- 
nated as the a-series (e.g., 433a, 500a, 600a, etc.). Soon 
afcer shipping this product, the same hard\vare conipo- 
nents were qualified and shipped with the DIGITAL 
UNIX operating system as the au-series (e.g., 433ai1, 
500au,600au, etc.). 

Motivation 

For years, maln memory technology has been based 
on fast-page-mode dynamic random-access memory 
(DRAM). In the personal computer (PC) market, 
fast-page DIWMs \Irere soldercd onto single in-line 
memory modules (SIMMs) Although the acccss times 
of these memorles have been decreas~ng (i.e., SO 
nanoseconds [ns]+ 70  ns -t 6 0  ns), impro\cments in 
CPU technology and core logic chip sets haw c\rolved 
niorc rapidly. In 1995, the PC niarltet begsin to ~ i i o \ ~ c  
to extended data out (EDO) memories, which were 
roughly twice as fast as thc fast-page memories, and 
burst E D 0  was on the horizon. Several DRAM \!en- 
dors began to talk about ne\v s)lnchronous 1>1&Vs 
(SDMMs), which provided even greater performance 
and the promise of reaching commodity price levels 
bv 1997. 
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Reduced instructioo-set computers (RISC) in gen- 
eral, dnd Alpha machines in particular, require faster 
memories. Alpha CPUs run mucll faster than the lead- 
ing co~nplcs instruction-set computer (CISC) (e.g., 
Intel s86) processors and need a faster path to meliior)i 
to lteep pace with the demands for instructions and 
data. DIGITAL and other Alpha system de\lelopers have 
been satis@ing tlus need with wider memory buses; for 
instcu~ce, the AlphaStation 500 and Alphastation 600 
series systems have a 256-bit memory bus, four times 
wider than the typical 64-bit bus on leading-edge PCs. 
Also, the larger external caches 011 13IGITAL's sIrstcms 
reduce the memory bandwidth requirelnents by keep- 
u ~ g  kequcntly used data local to the processor. 

This advantage, hocve\rer, was slirinlting for two rea- 
sons: faster memories were being introduced for l'Cs, 
and low-cost systems with 256-bit memory buses and 
l a r ~ c  external caches are difficult ilnd espensive to 
build. It became clear that a new syste~n design \\/as 
required, one that could take advantage of  the new 
memory technologies and one that could be implc- 
niented at a lo\ver cost. This, in turn, would require 
the design of new core logic that would fi~nction as the 
CPU-to-memory interface. 

Although the systcm design \\?as planned to take 
ad\lantage of higher-performance Inelnor)! teclxlologics, 
the primary emphasis was placed on loweriig system 
cost. The design team had a multipronged approach to 
meeting tliis goal. I n  addition to follo\ving the estab- 
lished Dcsign for Manufacturing techniques and select- 
big low-cost components, we focused on  creating a 
highly integrated, low-cost core logic ASIC. 

Design Overview 

In  traditional spstem-le\~el designs, the memory data 
bus goes through the core logic chip set.'-" This 
approach isolates thc CPU side of the data bus from 
the large electrical load of the memory chips and inter- 
connect, thereby allowing the CPU to access its cache 
more quickJy on  the lightly loaded bus. This approach 
also gives the chip set access to the memory data for 
transfers to and from the 1 / 0  bus, while at the same 
time allo\ving the CPU concurrent access to the cache. 
Finally, this design alloc\~s the memory and CPU buscs 
to be different widths, with the core logic chip set 
functioning as a nii~ltipleser/demultiplcser betwccn 
the tu1o different buses. 

However, there are disadvantages to this scheme. 
For cxaniple, each data line requires two pins in the 
chip set (and more, for the extra po\jrer and ground 
lines), significantly illcreasing the size and cost of the 
chip set. Also, menior!l latency is increased by the 
additional time needed to gct data through the cliip 
set to the CPU, which hurts performance. 

In our  design, the memory-to-Cl'U data bus gocs 
6~ the core logic chip rather than th).oz~gh it. The data 
bus attaches to only onc pin per bit. F i g ~ ~ r e  1 sho\vs n 
simple bloclc diagram of the system. To isolate the 
CPU and the backup cache (B-cache) from the mcm- 
ory bus, we used a separate bank of  Q11icItSn.itch bus 
separators. These bus separators are large complemen- 
tary mctal-oxide semiconductor (CMOS) pass transis- 
tors, \vhich appear as either short circuits or  open 
circuits, depending on the state of their enable pin. 
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Systcm Block Diagram 
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In  the open mode, they allow the CPU to access its 
B-cache in isolation. When closed, memory data tra\l- 
els through the ~ L I S  separator with a small (250 pico- 
seconds [ps] through 5 ohms) propagation delay, 
thus avoiding the latency/performance penalty of  
going through the chip set. 

Incorporating high-volume commodity parts into a 
design is less expensive than adding extra pins to a rel- 
atively low-volume, high-pin-count ASIC. The small 
size of tlie bus separators allows then] to be placed 
closer to the CPU and cache for a shorter, quicker 
CPU interface. Finall!: a low-end cacheless configura- 
tion can be built without them. 

Another feature of our CPU-to-memory interface 
is that the "chip set" is a single chip. Although the 
original design called for three chips, ne\v packaging 
technologies were making larger pin-count devices 
more affordable and manufacturable.' We compared 
various implementations from several ASIC vendors 
and eventually chose a single-chip iliiplementation. 
(The Technology Choices section in this paper dis- 
cusses tlie details.) 

Fina.lly, malung the B-cache optional is a new feature 
for Alpha workstations. Recent Alpha workstations 
have been hampered by the relatively slow, fast-page- 
mode riiain memory coupled to an increasingly high- 
speed processor. With this imbalance, a large external 
B-cache has been essential to speed up CPU accesses by 
reducing average memory latency and memory band- 
width requirements. 

We investigated an internal research project in which 
very fast memory systems were coupled to the 21 164 
CPU. An experimental cacheless ~iiachine used a 512- 
bit-wide (fast-page mode), low-latency nieniory system 
and performed very well on  many memory-intensive 
benchmarks. This work helped inspire the cacheless con- 
cept for the 21 164 CPU; however, the performance of 
the experimental system was relatively mediocre on some 
benchmarks (cache intensive), n~hicli led us to co~iclude 
we needed to offer an optional B-cache as well. 

Technology Choices 

As mentioned previously, system de\lelopment was 
concurrent with some significant changes to main 
memory technology. Our  main issue was determining 
ivllich of the new technologies-EDO, burst-EDO, 
synchronous, or  Rambus-would be the next stan- 
dard in tlie commodity PC business. This was a key 
decision: a wrong choice could lead to prohibitively 
expensive memory, effectively making the system a 
high-cost platform. 

Our  first analysis pointed to burst-EDO, since it was 
the most compatible with the existing fast-page mcm- 
ories. Several months into the design, however, many 
of the key memory vendors abandoned burst-ED0 in 
favor of SDKAM. With help and advice fro~il  memory 

component engineers \vithin l>IGITAL, we switched 
over to synchronous memory. (This \\]as a fortuitous 
decision, since commodity PC platfor~ns are no\\/ mov- 
ing to SDRAM, assuring its place as the next high- 
volume memory technology.) 

From our first look at memory bandwidth with the 
new SDRAM, we realized that designing a B-cache to 
keep pace with it would be difficult. The system's 
memory, running at 66 megahertz (MHz), would have 
more bandwidth than any other Alpha worlcstation's 
B-cache. In fact, it was difficult to design a B-cache that 
was not the limiting factor in memory band\vidtli. 
From the cache technologies supported by the 21 164, 
we selected synchronous tloi\i-through static RkM 
cache parts. Although this choice was expensive, an 
external cache that significantly increased performance 
was imperative for oirr product. 

Our  next major decision was choosing our ASIC 
technology and package. After evaluating quotes for 
different chip configurations from several vendors, we 
selected tlie single-chip implementation iu a 474-pin 
ceramic ball-grid array package (BGA) offered by 
International Business Machines Corporation (IBM). 
The package measures only 1 .0  by 1.25 inches and 
uses flip-chip technology, in which the die is bonded 
directly to  the ceramic package without lead wires. 
The ceramic carrier is a seven-layer design that con- 
nects the die pads to a 50-mil (.050-inch) BGA for 
assembly onto  the printed circuit board. Contrary to  
our initial concern, the package was riot too difficult to 
route on  the printed circuit board. In addition to its 
small size and reasonable price, the package offered 
low inductance (short) power, ground, and signal 
connections, which provided for good signal integrity. 
Figure 2 shows a photograph o f the  ASIC package. 

Most of the other technology choices we faced d o  
not warrant specific mention, except for the system 
enclosure. Since our  system was destined to become a 

Figure 2 
Core Logic ASIC Package 
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1IIGITAL Personal Workstation, ~t had to be luglily corn- 
patible with l>IGITAL's leading-edge Intel processor- 
based workstation (i-series). The use of common 
components makes it easier for development, manufac- 
turing, distribution, and servicc. As a result, ulc had to 
fit our s)~stc~ii into an existing DIGI1-AL PC enclosure, 
use the same power supply, haw sirn~lar option config- 
urations, and so  forth. Tliis constraint had both good 
and bad ramifications, which we discuss in a later scc- 
tion, Logic Partitioning and Enclosure. 

System Clocks 

I n  Zen aricl [he Art of Motot-cycle II.Iain/eizui~ce~ 
Robert IM. Pirsig argues that one can look at  a com- 
plex system from many differcnt viewpoints."n that 
spirit, tlie logic/system design is illuniinated by its 
cloclung dctails. We \vill toi~cli on the major points 
ofinterest in this section. 

Clocking Overview 
The main memory system was designed to run as high 
as 66.6 MHz, sj~nchronous to tlie 21 164 CPU. The 
main clock source is the CPU's internal reference 
clock, cvliich runs at the full CPU speed. The 21 164 
CPU provides a programmable, divided clock for the 
system interface, called SysCLK. At power-on, the 
divide ratio is determined based o n  module-lcvcl 
inputs (through the interrupt request [IRQ] lines) and 
is set so that the system clock runs '1s fast as possible, 
up to 66.6 MHz. 

For example, a 600-MHz CPU would ha\.e its 
divide ratio set to nine, yielding a 66.6-MHz SysCLIC, 
whereas a 500-MHz s)ateni would set the ratio to 
eight for a 62.5-MHz systeni clock. A programmable, 
delayed version of SysCLIC, SysCLK-2, also is available 
from the 21164 CPU and is used as the main clock 
source in tlie 21174 core logic ASIC. In  the systelii, 
SysCLK-2 is delayed nearly a fill1 clock cycle, so that by 
the tirnc it reaches the corc logic ASIC, it arrives 
roughly coincident to SysCL,I<. 

Clock Divisors and Clock Domains 
Figure 3 sliows a simplified block diagram of  tlie 
logic/systeni clock system. Once it enters the core 
logic ASIC, SysCLI<_2 makes its \ Y J ~  to the i n p ~ ~ t  of 
a phase locltcd loop (PLL) by means of a niultipleser 
(MUX). SysCLK-2 passes straight through the MUS, 
which is a power management feature and is not cur- 
rently used. The output of tlie PLL goes into two pro- 
grammable divisors, one to gencrate CLK, tlie ~nain  
clock for tlie core logic ASIC, and the other to gener- 
ate PCLIC, the Peripheral Component Interconnect 
(PCI) bus logic interface to the core logic ASIC. Since 
CLK is the feedback source to the PLL, Sys-CLK and 
CLK are always at the same frequency. 

The external PC1 bus is specified to  run as high as 
33.3 MHz, a limit required for successfi~l operation of 
industry-standard 1/0 option cards. The core logic 
ASIC runs its PC1 interface at  PC1 speeds and thus 
needs a separate 33.3-MHz PC1 clock. Since SysCLI< 
is running at 66 .6  MHz, \i,e c2n siniply dividc it by nvo 
to arrive at a no~ninal 33.3-MHz PCLK. 

In  addition, the core logic ASIC has a clocking sys- 
tem capable of  running these clock domains at  many 
different ratios. I t  allows for operation faster than 
66.6  MHz and includes divide ratios to generate PC1 
clocks that d o  not exceed 33.3 MHz. Fol. esa~iiplc, 
one interesting frequency for the core logic ASIC is 
83.3 MHz. With the CLICdivisor set at nvo (N = 2 in 
the drawing), the output of the PLL will be running at 
166.6 MHz. With the PCLKdivider at five (P = S), tlie 
resultant 1'CI cloclt rate beconies 33.3  MHz.  The 
dividers are clocked by both a positivc PLL clock and 
an inverted PLL clock, allo\viog for symmetry in the 
output cloclts for odd &visors. 

Any significant drift o r  skew in the two major clock- 
ing donlains, CLJC and PCLIC, \vould result in tiniing 
problen~s (mostly hold time) as signals cross horn one 
domain into the other. Therefore, thcse clock domains 
had to be in nearly perfect alignnicnt. To achieve this, 
we ensured that the clock distribi~tion trees had tightly 
controlled dclays, that tlie corc of the clock dividers 
was implemented structurally (at tlie gate level), a ~ l d  
that all associated logic was balanced in the l ~ y o ~ ~ t .  
Then \Ire did a complete timing analysis to ensure 
proper operation. 

So, wrhy bother with all this? An odd frequency mis 
sucli as this one is often achieved with asvncl~ronous 
boundaries and often ~vitli much pain. Asynchronous 
interfaces 'ire difficult to design and to \wit+. 
Furthermore, the transitions across these boundaries 
can often be slow and add data latency. The 21 174 
core logic ASIC design allou.s for flexible operation 
frequencies, while maintaining a synchronous dcsign. 

The 21 174 ASIC nPas designed to accommodate 
several diffcrcnt f req~~ency combinations, and tlie 
internal data and control signals that cross the CLK to 
PCLK boundary were inipleniented accordingly. As 
the design progressed, ho\ve\w-, \jle found it was too 
&fficuIt to run the external memory and B-cache sub- 
systenis faster than 66.6 MHz, given the current tech- 
nologies. As an unfortunate result, these features have 
not  yet been used. 

SDRAM Clock Generation 
As shown in Figure 3, the mcmory/DRAM cloclts are 
generated from the 21174 ASIC. Normally, large 
ASICs-such as this one-havc rclativelp slow I/O 
cells and significant delay variation from chip to chip. 
This typically makes large ASlCs a poor choice for dri- 
ving critical clocks (such as the memory clocks) in 
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Figure 4 
DRAM-C:LK Clock Aligner 

The alignment circuitry conti~iucs to add (or remove, 
one delay element until the clocks are slightly past the 
optimal alignment; at that point, it then subtracts (or 
adds) a delny element. The circuit thus brings the clocks 
close to alignment and then toggles back a id  forth by 
one delay clement, wlich adds slight but acceptable jitter 
to the clocks. 

The phase detector is logically a D flip-flop, with 
CLICdriving its clock input and DRAh4-CLK as its data 
input. The two output states thus represent "CLI< leads 
DRAM-CLIC' and "CLK trails DRAI\~-CLIC." Tlie cir- 
cuit pings back and forth betwecn the final two delay 
elements because the phase detector does not directly 
indicate that clocks are in alignment. Also, once the 
cloclts are in alignment, timing could drift because of 
delay changes caused by temperature or  voltage varia- 
tions, which require the circuit to be left on. 

The goal of this clock circuit is t o  precisely align the 
phase detector's clock, CLK, with its data, the input 
copy of DRAM-CLK. This nearly guarantees that the 
flop will be operating in violation of its normal setup- 
and-hold tiniing window because its data are changing 
at the clock edge. (State elements lilce to  have a setup- 
and-hold window around the clock where tlie data is 
stable at either a 0 o r  a 1.) This violation can cause 
both uncertainty in its output state, as well as prob- 
lems with metastability in the tlip-tlop. 

Fortunatel!: we \\{ere able to use a special metastable 
hardened flip-flop in IBM's CbIOSS library as one of 
the phase detectors in tlic 21 174 ASIC. (The circuit 
offers two phase detectors; each is implemented with a 
different flop and is selectable during power-up.) Also, 
the output of tlie phase detector \vas sent througll 
seven more metastable flops in series. These tlops clean 

up and synclironize any metastable state that map 
occur and send a clean output to the variable delay linc 
control circuitry. 

Although ASICs can have a 1;irge \!ariation in output 
delay from cliip to chip and for different voltages and 
temperatures, cell delays are correlated to a large degree 
within 3 cliip In short, i fone I/O cell in n chip is run- 
ning hst, they will all be running fast. Thus, by lining up 
one of the DRAM CLIG, they are ad ui rough alignment 
with it. Although h s  compensates for die output buffer 
delay, the rest of the clock feedback path is not automat- 
ically correlated. 

The cxtcrnal printed circuit board wiring, ho\vever, 
has relatively little skew contribution because propaga- 
tion delays in etch are relatively constant and easily cal- 
culated. (The wiring will correlate to the etch dclay of 
the other clocks going to  the DIMMs.) The input 
buffer cell delay of tlie feedback clock is not  correlated, 
but this is relati\rely fast and not consequential. 

Some additional aspects of the circuitry are worth 
mentioning. For example, in the 21 174 ASIC imple- 
mentation, the automatic delay alig~nient circuitry can 
be selecti\lely enabled or disabled by soh\lare (it powers 
up disabled). Software c;ui force the number ofdelap ele- 
ments. This allo\vs us to derive more elaborate schemes 
offine-tuning the SDRAM clocks, such as advancing the 
clock when there are more 1)IMMs in the systcm and 
retarding it wfl~en there is light memory bus loading. 

Note that other nolirelatcd signals that use the same 
illterlial I)CLI< and the same 1 / 0  cell type are delay 
correlated to the DRAh4 clock signals. Several other 
s ig~~a l s  to  thc B-cache, which needed a tight tiniing 
relationship to tlie memory, were generated in this 
fashion. Also, most of  the mcmory interface signals are 
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generated from DCLI<, which made the normally dif- 
ficult job of interfacing to the high-speed memory a 
relatively easy one in terms of timing. 

The clock-Ag~rnent circuitry was one of the first 
things we checked &er we powered on  die first system. 
As soon as we wrote the bit to enable the auto A g m e n t  
feature, the clocks snapped into the calculated/expected 
positions. 

B-cache Clocks 

Each of the nvo ST-CLIZ pins on the 21164 CPU 
arc split into nvo separate copies through a resistor- 
splitting network. The resultant four copies of 
ST-CLIZ route to the B-cache module. Three of these 
copies are available for the synchronous static W i s  
on the cache module, and the fourth copy routes to 
the 21 174 core logic chip. The current implementa- 
tion of the B-cache module uses only one copy of 
ST-CLK, which is buffered and sent to  the individual 
synchronous static RAM chips. 

The system platform delivers three additional copies 
of the 1lRAM-CLIG to  the B-cache module, called 
SUM-FILL-CLK, which also take advantage of the 
DRAM-CLI< alignment just described. These clocks 
can be used to clock the synchronous static RAMS dur- 
ing memory fills to give the least amount of clock slcerv 
between the memory and the cache. A separate set of 
time-aligned signals, SRAM-FII,I,-EN, can be used to 
switch between the ST-CLI< and SRAii4-FILL-CLIZ 
sources. 

The 21 174 ASIC implements a victim buffer for dtrty 
(updated) B-cache data being evicted to memory.' To  

optimize victim eject timing to the core logic ASIC, 
the system uses a forwarded copy of the ST-CLI< clock 
sourced from the 21164 CPU and sent to the 21174 
ASIC (see Figure 3).  'This clock, SRAM-CLICIN, 
\vorlcs similarly to the 2 1  164 CPU's wave pipeline fea- 
ture and allows ejection of a victim from the cache to 
the 21 174  ASIC in five SysCLIZ cycles rather than the 
eight cycles it would have taken without it.6 For flexi- 
bility in h t u r e  B-cache upgrade cards, this clock 
routes through the B-cache module, which allows its 
timing to be fine-tuned for the specific B-cache mod- 
ule parts. Figure 5 shows this timing. 

Flash ROM and Boot 

The 21174 core logic ASIC implements the boot 
code, the console firmware, and the non\iolatile RAM 
(NVR) interface in the system, another example of a 
system feature that was integrated into the core logic 
ASIC. A single, one-megabyte (MB) flash ROM holds 
the power-on self-test (POST), two 16-kilobyte copies 
of NVR, and the AlphaBIOS and SRi i  consoles. These 
separate colnponents were combined to save board 
space that would have been used by separate parts: 
serial ROM, NVR, and nvo progranlmable ROMs. 

The more highly integrated design also reduced 
costs, which was consistent with our dcsign goals. The 
single flash ROM is connected 011 thc address bus 
between the CPU and tlie core logic ASIC (see Figure 1 ). 
By placing these critical software components logically 
closer to  the CPU, rather than on the 1 / 0  bus, we 
provided a greater ability to diagnose the system when 
no t  all of its parts are worlting. Flash ROM was used 
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to ease updating the firni\vare in the field, allo\\ling 
upgrades from a floppy diskette (possibly downloaded 
ti-om the DIGITAL Web site). 

The initial power-on boot sequence on the system is 
also unique unong Alpha \vorkstations. All Alpha CPUs 
can L I S ~  3 serial ROM to load the primary instruction 
cache (I-cache) at power-on; once the I-cache is fi~ll, 
e sec~~t ion  bcgins. Alternatively, the 21164 CPU can 
bypass the scrial ROM load and begin executing 
directly from memory. These instruction stream 
(I-stream) accesses miss in the CPU's empty internal 
caches, causing external fills. The  system implements 
this form of power-on, using the core logic ASIC to 
intercept I-strea~ii fills and retrieve the data from flash 
ROM. This saves the board space and cost associated 
with either a specialized serial ROM part o r  tlie logic 
to serialize a standard ROM. 

At initial power-on, the core logic ASIC interprets 
CPU requests for reads from addresses 00.0000.0000 
through 00.03FF.FFFF as requests for data froni 
the f1'1sIi IiObl. The transaction begins with a 
read-blockn~iss con~mand from the CPU. Tlic corc 
logic ASIC asserts cack-l to aclcnoulledge the command 
and then asserts addr-bus-req to request the private 
use of  the CPU-to-21174 ASIC address bus. I t  thcn 
issues reads to the flash ROM by passing address and 
control information on the nowreserved address bus. 

Since tlic core logic ASIC owns the bus, it does not 
have to adhere to conventional usage: the address bits 
are free for reassignment. Addr<31:12> is used as tlic 
byte address into the flash ROIM; the eight-bit datum 
is returned on addr<l l :4>.  Sixt)~-four successive bytes 
read froni the flash ROM are packed into a buffer in 
the core logic ASIC and returned to the CPU to coni- 
plete thc original f i l l  request. 

Tl~ere  are two different address ranges used for Hash 
lZOM fi 11s: one starting at address 00.0000.0000 (to 
allo~v power-on from code in flash ROM) and uiother 
at address OF.FC00.0000 (above any possible mem- 
ory). Both ranges access the same flash ROM data. 
POST code quickly junips to the high address range, 
disabling the low range and freeing those addresses for 
use by mcmory before it begins to size tlic DIMIMs. 

Byte re,~d and write access to the flash ROM is also 
supported for access to NVR and for updating the 
firmware. This address range starts at C7.CO00.0000. 
Only two fi~nction-spccific pins on  the core logic ASIC 
are ~ ~ s e d  for tlie flash ROM interface, write enable 
(flash-\\~e~l, deasserted during fills) and chip enable 
(flash-ce-I). The flash ROM's output enable is con- 
trolled t h r o ~ ~ g l i  nn address line, addr<39>. 

A socket is provided on  the system mother board 
to allow for the use of  a real serial ROlM part. The 
circuitry a~itoniatically detects the presence of a serial 
ROM and \\.ill direct the 21164 CPU to boot from the 
serial ROM port if the part is installed. This allows 
a serial ROlM to be used in case of damage to, or  

inadvertent corruption of the flash ROM. This feature 
is also usefill for module-level debug, because scrial 
ROM parts with specific test scripts can be made. 

Interrupt Controller 

Tlic system provides separate inputs fix every possi- 
ble PC1 interrupt ( F i g ~ ~ r e  6 ) )  avoiding tlie problems 
tliat shared interrupts bring: longer latency, unncces- 
sary I/O, configilration restrictions, and so  forth. We 
implemented a serial 1 / 0  scheme to handle PC1 intcr- 
rupts and miscellaneous I/O. This has the advantage 
of bypassing tlie Industry Standard Architecture (ISA) 
interrupt handlers entirely, except for true ISA inter- 
rupts. Many previous designs run the PC1 in tc r r~~p t s  
througl~ the PCI-to-ISA bridge, which req~iires addi- 
tional 1 / 0  to determine the device that needs atten- 
tion. In the design of the system, \ve tried to avoid the 
necd for time-wasting I/O accesses wherever possible, 
n~oving the access closer to  the CPU if it could not be 
eliminated entirely. Further down tlie hierarchy of 
buses (CPU to PC1 to ISA), latencies increase and the 
possibility of contention rises. For a high-frequency 
1USC CPU such as the 2 1  164, stalling the CPU has a 
significantly higher penalty than for slower processors. 

The corc logic ASIC uses only three pins to control 
external shift registers for interrupts and general- 
purpose inputs and incorporates a fourth pin tliat han- 
dles general-purpose outputs (such as control bits or  
light-emitting diodes [LEDs]). Thc external logic is 
S~IOMJII in Figure 6, where int-clk is the shift clock into 
the external shifi registers, int-sr-load-l is tlic load 
pulse for both input and output, int-sr-in is the scrial 
inpi~t  stream, and the serial output is o n  gp-sr-out. 

Inside the core logic ASIC, wc used several rcgistcrs 
in the interrupt controller. All interrupts and gc~icral- 
purpose inputs are readable in tlie 64-bit int-req rcgis- 
tcr, letting tlie interrupt dispatch code dctcrnii~inc 
relative priorities. A corresponding int-mask enables 
o r  disables each input as an interrupt. To save external 
inverters, an eight-bit register (int-hilo) is used to 
change tlie polarity of  individual inputs in tlie lo\\< byte 
(inputs are assunied to be active-lo\v signals, but some 
inp~lts  arc contrary). Another eight-bit register is 
int-route, which can sclecti\rely route some inputs to 
different interrupt lines o n  the CPU; although most 
interrupts arc delivered o n  the CPU's irq-li<l> line, 
this feature allows the clock to  come in at a higher 
priority and other inputs to cause a machine check, a 
power-hi1 interrupt, o r  a 11alt condition. 

Thc i n t c r r ~ ~ p t  controller can be configured for the 
n ~ ~ r n b c r  of bits ~rsed, in bloclcs of eight, for as many as 
6 4  bits. We set the interrupt controller for 32 bits, 
implemented as four, cascaded, eight-bit parallel-to- 
serial shift registers and two serial-to-parallel parts, 
which was sufficient for the system. The timing of the 
shih clock is adjustable to balance the cost of the shift 
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Figure 6 
Interritpts and Gencl.nl-purpose I/Os 

registers against the interrupt latency. These two para- 
meters are maintained in the int-cnfg register. 

A small additional interrupt latency was introduced by 
the sexid intert~ce. We judged this to be an acceptable 
compromise, since we eliminated several I/O accesses 
per interrupt. Note that when nlultiple interrupts occur 
~ i t l i n  the sane  shifi cycle, all arc available to the CPU's 
interrupt dispatch routine simultaneously, \\lit11 o ~ d y  one 
read of the core logic ASIC's uit-req register. 

Soft Reset 

The core logic ASIC generates and drives all the sys- 
tem reset lines, including its own. I t  receives a DC-OK 
(DC power supply levels charged and okay) signal 
from an external voltage monitor, waits for its internal 
PLL to lock, and then delays for a programmable (by 
means of external pull-up/pull-down resistors) num- 
ber of cycles before deasserting reset to the system. 

Also, the corc logic ASIC implements a soft reset 
feature \vhereby sohvare can reset the entire machine, 
with the exception of a few Icey registers in the core 
logic ASIC. This allo\vs s o h a r e  to reconfigure certain 
Itey CPU and corc logic ASIC clocking parameters, hit 
reset, and acquire the new timing. 

For example, the state of the CPU's interrupt pins 
during system reset determines the ester~ial clock 
characteristics of the  21 164, such as the SysCLIC dividc 
ratio and the SysCLIL2 delay (mentioned earlier). At 
power-on, these are set by pull-up and pull-down 
resistors on tlie module to tlie slowcst speed. After 
s o b ~ a r c  establishes the CPU's operating frequency, it 
can co~ifig~~i-e the juterrupt logic to drive these lines to 
the correct value and reset the m~ch ine .  The nest time 
the CPU restarts, sofhvare recognizes the right cloclc 
parameters and corltinues with the boot code. 

Embedded Real-time Counter and Timer Interrupt 

A 64-bit real-time counter in the rt-count register, 
ticking with the system clock, is usefill for microscopic 
timing mcasurunents. The core logic ASIC provides 
an int-time alarm register to interrupt the CPU at spe- 
cific values of rt-count. Tlie systcln uses the real-time 
clock in one of its peripheral I/O chips (super I/O) for 
the system timeltecper, bypassing the ISA interrupt 
controller and bringing its interrupt straight to the 
input shih registers, which saves PC1 bandwidth and 
processor cycles. 
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I2C Interface 

Two pins on the core logic ASIC were set aside for 
general-purpose i n p ~ ~ t s  or outputs, under total soft- 
ware control. I11 the system, these are used by sohvare 
to implement an 12C (inter-IC) interface for clock and 
data. This serial interface allows input of staticconfig- 
uration data from the six DIMMs and the B-cache 
n~odule .  At power-on, firmware reads information 
from s~nal I, serial electrically erasable read-only niemo- 
ries (EEROMs) on  each of these modules. Thus the 
interface can easily establish system configuration as 
well as set up memory and cache timing. The DIMM 
12C ROM contents are defined by the Joint Electron 
Devices Engineering Councils (JEDEC) standards and 
can be programmed in place. 

Since the 12C data is read oily once at po\ver-on, it was 
not important to make this interfice fast. Consequently, 
it was implemented as a "bit-bang" port, in which each 
transition 011 each h e  is controlled by tirniware accesses 
to logic registers. Firmware is responsible for timing of 
tlie protocol's clock and for setup and hold of the data. 
Also, firrnware handles deserialization (byte packing) of 
the incoming data stream. 

Logic Partitioning and Enclosure 

Most ofthe system logic is partitioned onto two boards: 
a riser card and the mother board (often referred to as 
the main logic board [MLB]). The riser card is used for 
all components common across the DIGITAL Personal 
Workstation line; it includes five option slots, audio, and 
Ethernet logic. All internal cables connect to tlie riser, 
~vluch is intended to be common between the plat- 
forr~is. Figure 7 shows a photograph ofthe system logic. 

Because of the shared riser, the a-series and i-series sys- 
tems have much in common. For example, they use the 
same PCI-PC1 bridge chip, with identical option slot lay- 
outs. The CD-quality audio and 10/100 megabits per 
second Ethernet logic are common, as are the bulkhead 
cards for these signals. 

The LMLB colitains the CPU, core logic chip (set), 
cache, memory, and miscellaneous external connec- 
tors. Figure 8 shows the optional B-cache module and 
a custom-designed memory DIIMM. Because there are 
no internal connections, it is easy t o  remove an Intel 
MLB and replace it with an Alpha board. 

In a design compromise, we added a PCI-IDE chip 
on the IMLB to match the partitioning dictated by exist- 
ing i-series maclines, wlich have integrated device elec- 
tronics (IDE) built into their core logic. The natural 
place for such a device would have been on  the riser card. 

A graphics controller was not embedded so  the 
customer could select from adapters of \larying cost 
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Figure 7 
Elcctronics, ~Mothc r  Board, and  Riscr for the 
13IGITAL Personal VVorkstat~oli, a-SCI ~ c s  

and performance. For those users with a CPU- 
intensive application who d o  not  need hgli-quality, 
high-performance graphics, a less expensive adapter 
may be adequate. Demanding users, such as those 
doing mechanical computer-aided design (CAI)), will 
find that the high-end graphics cards offer a significant 
boost in quality and performance. 

A small compllter systems interhce (SCSI) controller 
is provided as a PC1 option card for several reasons. 
First ofall, it was Inore expensive to embed SCSI and 
provide a bulkhead card for an external coni~ection. 

Figure 8 
Optional 2-IMB B-Cache and  64-IMB DIlMlM 



Using an option card allows 11s to  move to better SCSI 
solutions as they become available. Customers with a 
light dslz 1 / 0  load may choose to  use a less expensive 
IDE hard dsk .  

Although there were many benefits to  sharing so 
many components benveen the a-series (Alpha) and die 
i-series (e.g., Intel x86), the development process \+!as 
not conhct-free. The Alpha development team faced 
several significant problems. Because the i-series devel- 
opment started sooner, much of the feature set and 
logic partitioning was already committed before we had 
a chance to participate in the design. The oripinal enclo- 
sure proved to  be inadequate, and we had to make 
changes for cooling, FCC containment, and mechanical 
support of option cards. Also, there were difficulties 
tllat reflected the different market reqilirements for PCs 
and \vorltstations. For instance, an external HALT 
button, which forces a running machine to  the firm- 
ware console, is standard feature in the UNIX and 
OpenVhlIS markets but is missing in the DIGITAI, 
Personal Workstation. 

Results and Summary 

The 21174 core logic ASIC \\(as implemented as a 
standard-cell ASIC design and uses about 320,000 
cells (250,000 gate equivalent) on a 7.2-millimeter 
sqi~are die, routed in tive layers of  metal. The  design 
uses 384 signal pins in a 474-pin ceramic BGA pack- 
age; the remaining pins are used for power and 
g ro i~nd .  The DIGITAL Personal M~orkstation a-series 
and au-series include the 21 164 Alpha CPU, the 
21174 core logic ASIC, sychronous  DRAA4, and a 
64-bit PC1 bus. 
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Design of the 21 174 
Memory Controller 
for DIGITAL Personal 
Workstations 

DIGITAL has developed the 21 174 single-chip core 
logic ASIC for the 21164 and 21 164PC Alpha 
microprocessors. The memory controller in the 
21 174 chip uses synchronous DRAMS on a 128-bit 
data bus to achieve high peak bandwidth and 
increases the use of the available bandwidth 
through overlapped memory operations and 
simultaneously active ("hot") rows. A new pre- 
diction scheme improves the efficiency of hot 
row operations by closing rows when they are 
not likely to be reused. The 21 174 chip is housed 
in a 474-pin BGA. The compact design is made 
possible by a unique bus architecture that con- 
nects the memory bus to the CPU bus directly, 
or through a Quickswitch bus separator, rather 
than routing the memory traffic through the 
core logic chip. 

As microprocessor performance has relentlessly 
improved in recent years, it has become increasingly 
important to provide a high-bandwidth, low-latency 
memory subsystem to achieve the fill1 performance 
potential of these processors. In past years, improve- 
merits in memory latency and bandwidth have not 
kept pace with red~lctions in instruction execution 
time. Caches have been used extensively to patch over 
this misrnatcli, but some applications d o  not use 
caches effectively.' 

This paper describes the memory controller in 
the 21174 application-specific integrated circuit 
(ASIC) that was developed for DIGITAL Personal 
Workstations powered with 2 1 164 o r  21 164A Alpha 
microprocessors. Before discussing the major compo- 
nents of the memory controller, this paper presents 
memory performance measurements, an overview of 
the system, and a description of data bus sequences. I t  
then ciiscusses the six major sections of  the memory 
controller, incluciing tlie address decoding scheme and 
simultaneously active ("liot") row operation and their 
effect on latency and bandwidth. 

Project Goals 

At the outset of the design project, we were charged 
with developing a low-cost ASIC for the Alpha 21164 
microprocessor for use in the DIGITAL line of low- 
end worl<~tations.~.Wthough our  goal was to reduce 
the systeni cost, we set an aggressive target for mem- 
ory performance. Specifically, we intended to reduce 
the portion of main Jnemory latency that was attribut- 
able to the memory controller subsystem, rather than 
to the dynamic random-access memor)l (DRAM) 
chips themselves, and to use as much of the raw band- 
width of the 21 164 data bus as possible. 

In previous workstation designs, as much as 60 per- 
cent of memory latency was attributable to system over- 
head rather t l ~ m  to the DRAM components, and we 
have reduced that overhead to less than 30 percent. In 
addition, the use of  s~mclu-onous DRAMS ( S D W 4 s )  
allowed us to provide nearly twice as much usable band- 
width for tlie memory subsystem and reduce the mem- 
ory array data path width from 512 bits to 128 bits. 
Figure 1 shows the measured latency and bandwidth 
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ALPHASTATION C180 ULTRASPARC 1 21 174 CHIP PENTIUM PENTIUM PRO 21 174 CHIP 
500 WITH 2 MB TRITON 440FX WITHOUT L3 

KEY: CACHE CACHE 

BANDWIDTH, MBIS 

LATENCY, NS 

Figure 1 
 measured Latency and Bandwidth 

characteristics attainable with the 21174 chip in the 
DIGITAL Personal Worltstation Model 433a and 
compares tliat data with measurements for several 
other systems. The STREAM (McCalpin) band\\idtli 
measurements were obtained from the University of  
Virginia's Web site.4 The lnernory latenc)~ was niea- 
sured with a progralii tliat walks linked lists of various 
sizes and extrapolates the apparent latency from the 
run times." Note tliat tlie measured latency also 
includes the ~iiiss times for all levels of cache. 

Despite our  ambitious nieniory performance goals, 
our priniary goal was to reduce cost. We considered 
eliniinati~ig the lcvel 3 (L3) cache found in earlier 
DIGITAL worltstations from our system design." Pre- 
vious research indicated that a 2 1  164 microprocessor- 
based niacliinc without an L3 cache could achieve 
good performance, given good memory latency and 
band\vidtIi.' Clearly, elimination of the L3 cache 
\vould reduce perfc)rniance; we cliose instead to retain 
the cache but as an optional feature. 

Typically, memory controllers used with Alpha 
niicroprocessors have used a data path slice design, 
\vith hilo or four data path chips connecting the CPU 
to the DRAMS. Early in our design process, we realized 
tliat these data path chips could be eliminated if the 
memory cycle tinie were made fast enough for nonin- 
terleaved nieniory read data to be delivered directly to 
the CPU. Previous designs used fast-page-mode 
DRAMs, but they could not be cycled quicltly enough 
to provide adequate bandwidth from a 128-bit-wide 
memory. Consequently, a 256-bit or  512-bit memory 
data path was used in those designs, and data From the 
wide memory was interleaved to  provide adequate 
bandwidth to the CPU. Recently, several types of 
higher bandwidth DRAMs have been introduced, 
including extended data out (EDO), burst EDO, and 
SDRAMs. All three memory types have adequate 

bandwidth for direct attachment to the data pins of 
the 2 1  164, and all three are available at little or  no 
price preniiuni over fast- page-mode DRAh/Is. 

We eventually chose SDRAMs for our design 
because their bandwidth is better than that of the othcr 
nvo types, and becaiise the industry-standx-d S D h L I s  
use a 3.3-volt interface that is h l l y  compatible with thc 
2 1 164 data p i n s . T o r t ~ ~ i t o u s l ~ ~  SDRAA/ls were begin- 
ning to penetrate the mainstream mcmory rnarltct at 
tlie time we started our design, which provided assur- 
ance that we would be able to buy them in \lolume 
from multiple suppliers at little or  no price premil~m. 

Although we eliminated the data path slices in the 
path from memory to the CPU, we still needed a data 
path from the mcmory to the peripheral component 
interconnect (PCI) I/O bus. When \Ire started tlic 
design, it seemed clear that we \vould need ln~~l t ip le  
chips to accommodate the data patli because of the 
128-bit rnemory bus, 16-bit error-correcting codc 
(ECC) bus, the 64-bit PC1 bus, and their associated 
control pins. We planned to partition the design to fit 
jnto multiple 208-pin plastic quad flat pack (PQFP)  
packages. Our  first design approach used nvo data 
patli slices to connect the nieniory to the PC1 bus and 
a third chip for thc control logic. 

AFter a preliminary feasibility investigation with nvo 
ASIC suppliers, wc decided to combine all three chips 
into one chip, using emerging ball grid array (BGA) 
packaging technology. Although a single chip would be 
more expensive, the elimination of  two chips and more 
than 100 interconnections promised a reduction in 
main logic board complexity and size, thus partially off- 
setting the additional cost of the single chip design. In 
addition, the performance would be slightly better 
because critical paths \vould no t  span multiple chips 
and the design process would be much easier and faster. 
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System Overview 

Figure 2 shows a system diagram for the cacheless 
design. Note that the memory array connects directly 
to the CPU. Figure 3 sho\vs a configuration with an 
optional cache. In this configuration, a QuickSwitch 
bus separator isolates the CPU/cache bus from 
the memory bus. (A QuickSwitch is simply a low- 
irnpcdance field effect transistor [FET] switch, typically 
scvernl switches in one integrated circuit package, con- 
trolled by a logic input. In the connected state, it has an 
impedance of approximately 5 ohms, so it behaves 
almost b e  a perfect switch in tlus application.) From 
an architectural standpoint, it is not absolutely neces- 
sary to  separate the buses when a cache is provided, but 
die bus separation substantially reduces the capacitance 
on the CPU/caclie bus when the buses are discon- 

nected, which speeds up CPU cache accesses signifi- 
cantly. As a side benefit, direct memory access (DMA) 
traffic to and from main memory can be completed 
without interfering with CPU/cache traffic. The 
arrangement shown in Figure 3 is used in the DIGITAL, 
Personal Worltstation, with tlie cache implemented as a 
removable n~odule. With tlis design, a single rnother- 
board type supports a variety of system configuratio~~s 
spanning a wide performance range. 

The memory controller also supports a server config- 
uration, shown in Figure 4. In tlie server configuration, 
as many as eight dual in-line memory module (DIMM) 
pairs can be implemented. To cope with the additional 
data bus capacitance fro111 tlie additional DIMlV1s, the 
DIMM portion of the data bus is partitioned into four 
sections using QuickSwitch FET witches; only one sec- 
tion is connected to the main data bus at any one time. 

Figure 2 
Cacheless Workstation Configuration 
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Workstation Configuration with Optional Cache 
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Figure 4 
Scrvcr Config~~r~tiol l  

~. 
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I11 addition to the QulckS\itch bus separators, the 
server configuration rcqi~ires ,I decoder to generate 16 
separate chip sclcct (CS) signals from the 6 CS signals 
provided by the 2 1 174 chip. 

- a  

Data Bus Sequences 

The 21164 CPU has a cachc line size of 6 4  bytcs, 
which corresponds to four cycles of the 128-bit data 
bus. For ease of implementation, thc memory con- 
troller does all memory opcrations in groups of  four 
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data cycles. Figure 5 shows the basic rnelnory read 
cycle; Figure 6 shows the basic mernory write cycle. 

To provide full support for all processor and 13hU 
request types, as well as cache cohcrcncc rcquirc- 
ments, the memory controller niust implcmcnt a large 
variety of  data transfer sequences. Table 1 s l ~ o ~ v s  the 
combinations of  data source and destination and the 
transactions that use them. All rncmorp and cache data 
transfers are 64-byte transfcrs, rccl~liring four c)icles of 
the 128-bit data bus. AJI I/O transfcrs arc 32-byte 
transfers, requiring hvo cycles. 

,------ - -  
I  I  

CACHE 
I .------- J  

ADDRESS 

I I I I I I I I I I I I 

66-MHZ I I I I I I I I I I I I 

SYSCLK 3 

;gcc::=[r: 
; ~ 6 ;  : 0 6 ;  

I I I I I I I I I I I I 

CMD 3( l FILL x I I I I I I I I I I 
I 

I 1 I I I I I I I I I I 

ADDR I X !  I I I I I I I I I I 
I I I I I I I I 

I I I I I I I I I I I I 

DRAMADDR I I I I 
I I X ROW X I XCOLUMN~ I I I I I I I 
I I I I I I I I I I I I 

IR AS I 
I 
I I I I I I I I I I I I 

ICAS I 

I I I I I I I I I I I I 

l---.l 
I---, ,---., 
I  1 1  I  

l - - - J  l - - - J  
I - -- .  ,--- ,  
I  1 1  I 

21164 

Figure 5 
Basic Me~llol.y Rend Tiniinc. 

L---J 

- m  

0 5  >- L-4 =a: I  
QUICKSWITCH ! - a l  

60 L)i@tal Technical Journd \'OILY No. 2 1997 

3 3  1 S m I I Z  I  

I 

P 
5 
Y 
o x  

ALPHA DATA 
CPU 

ADDRESS 

1r[y11z 1 
2 -  H Ha: I  

j a b ;  ; E Z ;  

- 

,---, ,---, 
I  I 1  I  

BUS t n n l  I ~ ' = I  

SEPARATORS L---J L---J 

21 174 
CHIP 
BGA I DECODE I ADDRESS AND CONTROL 

36 
/ 

l - - - J  

FLASH 
ROM 

l - - - J  

CHIP ENABLE, WRITE ENABLE - 
CONTROL 

/10 



I I I I I I I I I 
I I I I I I I I I 
I I I I I I I I I 

66-MHz I I I I I I I I I 

SYSCLK 1 
I I I I I I I I I 

CMD 3 ! x ! I I 
I I I I I 

I I I I I I I I I 

ADDR 3 I X I  I I I I I I I 
I I I I I I 

I I I I I I I I I 

DRAMADDR I I I I # 
I I X ROW X XCOLUMN~ I I I I 
I I I I I I I I I 

IRAS I 
I 

- --  

Figure 6 
Basic Memory Write Timing 

Table 1 
Data Bus Transfer Types 

To 21 164 CPU Cache 21174 ASIC DRAM 

From 
- 

21164CPU Private If0 write L2 victim 
Cache Private L3 victim 

DMA read 
DMA write2 

21 174 ASIC I10 read Fill' DMA read' L3 victim 
Fill' DMA DMA write 

DRAM Fill Fill DMA read 
DMA write2 

Notes 
1.  Data from victim buffer. 
2. Merge data. 

The memory controller is designed to permit par- 
tially overlapped memory operations. The  21164 
CPU can emit a second memory-fill request before the 
fill data from the first request has been returned. 
Figure 7 shows a timing sequence for two read coni- 
mands to the same group of memory chips. Note that 
the seco~ld read command to the SDRAMs is issued 
while the data from the first read is on the data bus. 
The two read commands (four data cycles each) are 
completed with n o  dead cycles between the read data 
for the first read and the read data for the second read. 
For most other cases, the data cycles of adjacent trans- 
actions cannot be chained together without interven- 
ing bus cycles, because of various resource conflicts. 
For example, when the bus is driven from different 
SDRAM chips, at least one dead cycle between transac- 

tions is needed to  avoid drive conflicts on  the bus 
resulting from clock skews and delay variations 
between the two data sources. 

Memory Controller Components 

Figure 8 shows a block diagram of the 21174 chip. 
Table 2 gives an overview of key ASIC metrics. A dis- 
cussion of the entire chip is beyond the scope of  this 
paper, but note that there are nilo major control 
bloclcs: the PC1 controller manages the PC1 interface, 
and the memory controller manages the memory 
subsystem and the CPU interface. The memory con- 
troller has six major sections, as shown in Figure 9. 
The  detailed filnctions of thesc components are 
described nest. 
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Figure 8 
Block l3iagram of thc Logic Chip 

Memory Sequencer 
T h e  memory  sequencer provides overall t iming con-  
trol for all portions o f t l i e  21 174 chip except the PC1 
interface. T o  facilitate partial o\~erlapping o f  Iiiemory 
transactions, tlie sequencer is implemented as two sep- 
arate state machines, the main sequencer and tlie data 
cycle sequencer. 

T h e  main sequencer is responsible for overall trans- 
action tlo\\~. I t  starts all transactions and issues ~ l l  meni- 

o ry  addresses and memory  c o m ~ n a n d s .  Table 3 lists 
the  transactio~i types supported by tlie main sequencer 
and t h e  number ofstates associated with e3cli type. 

T h e  data cycle sequencer is dispatched by tlie main 
sequencer and executes the  four data cycles ,~ssociatcd 
\\iith each memory transfer. Althoi~gl i  tlie data cycle 
sequencer is simple in concept, it must cope with a wide 
variety o f  special cdses and special cyclcs. For e s a n ~ p l e ,  
in the case o f  reads and writes t o  flash read-only lneln- 
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Table 2 
21 174 ASIC Summary 

Function Core Logic 

Data bus clock 
PC1 clock 

Memory  transfer size 
Memory latency 
Ho t  r o w  latency 
Data bus w i d t h  
SDRAM support 
SDRAM CAS latency 
SDRAM bankslchip 

PC1 bus w i d t h  
Gate count  
Pin count  
Package 
Process 

66 M H z  

33 M H z  

64 Bytes 
105 ns (7-1-1-1) 
75 ns (5-1-1-1) 
128 bits + ECC 
16 M b i t  and  64  M b i t  3.3V 

2 o r  3 
2 o r 4  
64  bits 

250,000 gates 
474 to ta l  (379 signal pins) 
Ceramic BGA 
.35-pm CMOS 

o ry  (ROM),  stall cycles are needed, because of the slow 
access t ime and nar row data bus o f  the flash R O M .  
Table 4 gives the cycle types supported by  the data 
cycle sequenccr. 

Some con t ro l  signals from the memory  sequencer 
are driven f roni  the main sequencer, and some are d r i -  
ven f r om  the data cycle sequencer. In  addition, a n u m -  
ber o f  con t ro l  signals may be  dr iven by  either state 
machine. Th is  is necessary because o f  p ipel in ing con-  
siderations, as transactions are handed o f f  f r om  the 
main sequencer t o  the data cycle sequencer. F o r  esani- 
ple, dur ing  a I>h/li\ wri te transaction, the D m  wri te 

Table 3 
Ma in  Sequencer States 

Transaction Type Number of States 

Idle 
Wai t  f o r  idle 

Cache f i l l  
Cache f i l l  f r om  flash ROM 
Cache f i l l  f r om  dummy memory 

L3 cache victim wr i te  back 
L2 cache victim wr i te  back 
D M A  read 
D M A  wr i te  

SDRAM refresh 
SDRAM mode  set 
PC1 read 
CSR read 
Flash ROM byte read 

PC1 o r  CSR wr i t e  
Flash ROM byte wr i te  

Errors 
Total states 

data is selected o n  the  internal data pa th  mult iplexer 
one  cycle before it appears a t  the data pins, so the 
select signal for the in ternal  mult iplexer is dr iven by  
the ma in  sequencer for the first data cycle o f  the DMA 
wri te and is then  driven by the data cycle sequencer for 
three addit ional data cycles. T h e  shared contro l  signals 
are implemented separately in each state machine, and 
the outputs are simply ORed together. 
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Table 4 
Data Cycle Sequencer States 

Data Cycle Type 

Idle 
Cache fill 
Cache fill from victim buffer 
Cache fill from flash ROM 
Cache fill from dummy memory 
L2 cache victim write back 
L3 cache victim write back t o  21 174 ASlC 
L3 cache victim write back from 21 174 ASlC t o  memory 
DMA read from memory 
DMA read from L2 cache 
DMA read from L3 cache 
DMA read from victim buffer 
DMA write to  memory 
Read merge data from memory for DMA write 
Read merge data from L2 cache for DMA write 
Read merge data from L3 cache for DMA write 
Read merge data from victim buffer for DMA write 
CSR read 
PC1 read 
Flash ROM byte read 
PC1 or CSR write 
Flash ROM byte write 

Address Multiplexer 
The addrcss multiplexer accepts an address from the 
21 164  address bus, from a DMA transaction, o r  from 
the victim buffer and then selccts a subset of tlic 
address bits to be driven to tlie multiplexed addrcss 
pins of the SDRAMs. Figure 10 shows a block diagram 
of thc address path. As with most other DRAMS, thc 
SDR4M address pins arc used first for an n-bit row 
addrcss that selects onc of 2" rows, and later for an 
ni-bit column addrcss that selects one of the 2"' bits 
\vithin that ro\v. To minimize the delay through thc 

address logic, the addrcss bits are assigned to row and 
column addresses in a way that allows support of many 
different SDRAM chip types, always using the same 
row address selection and using only two possible 
selections of column addl-esses. Table 5 gives tlic 
addrcss bit assignments. 

To  further accelcratc the address decoding, the 
input to the address multiplexer is sent directly honi 
the address receiver ahcad of the receive register, and a 
significant portion o f thc  address decoding and niulti- 
plexing is completed bcforc the first clock. 

SDRAM Address Decoder 
To achieve minimum latency, the address path o f t h c  
memory controller is designed to send a row or col- 
umn address to tlie Sl31WMs as quicltly as possible 
after tlie address is rcccivcd from the Cl'U. This goal 
conflicts with the need to support a \vide variety of 
DIMM sizcs in a random mix, and the overall address 
path is estrernely co~iiples in fan-out and gate count. 

?'lie opening and closing of rows (row access strobe 
[RAS]) and the launch of transactions (column access 
strobe [CAS]) is controlled separately for each DIMlM 
pair by one of eight 1)IMM pair controllers. Each 
DIMM pair controller, in turn, contains eight bank 
controllers to  control the four possible banlks \\tithin 
each of the  two groLlps ofmemory chips on the DIMM 
p < ~ ,  for a total o f 6 4  bank contl-ollers. Figure 11 shows 
the det,uls. 

The address path and the la~ulicli of memory 
transactions are controlled by four signals from tlle 
main sequencer: SELECT, SELECT-FOR-READ, 
SELECT-FOR-WRITE, and SELECT-FOR-RMW. 

The SELECT signal directs the 13IlMM pair con- 
trollers to open the sclccted ro\\I. There arc three basic 
cases. In tlie simplest casc, the ro\v is already open, and 
no further nction is nccded. In t11c sccond casc, no  ro\v 
is opcn, and the DIMM pair controller must issue an  
activate co~nmand (or 1WS) to thc Sl'llWvIs. In tlic 
most coniples case, a n  incorrect ro\v is open, and it 

DEFAULT-SDRAM-ADDR -ru. 
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Figure 10 
Address Multiplexer 
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Table 5 
Row and Column Address Mapping 

SDRAM Banks Number of Bits, Bank Select Row Bits Column Bits' 
Chip Type Row/Column Bits 

Note 
1. All 10 or 12 column bits for each SDRAM size are sent to the SDRAMs. For x8 or x16 SDRAM chip configurations. 

one or two high-order column bits are ignored by the SDRAMs. 

Figure 11 
S D M  Address Decoder 
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must be closed by a precharge command before the 
correct row can be opened. The main sequencer asserts 
SELECT continuously until a data transfer is started. 

The DIMM pair controllers d o  not need to report 
the completion of the SELECT operation. They simply 
open tlie selected row as quickly as possible. However, 
if none of the DIMM pair co~ltrollers recognizes tlie 
address, a nonesistent niernory status is signaled to the 
main sequencer. 

The SELECT signal can be issued speculatively. There 
is no  commitment to complete a data transfer to tlie 
selected group of SDRAtUs. For example, o n  a DMA 
read, SELECT is issued at the same time that a cache 
probe is launched to the CPU. Ifthe CPU subsequcntlp 
provides the read data, no  memory read is needed, and 
the main sequencer simply deasserts SELECT. 

The main sequencer asserts a SELECT-FOR-READ, 
SELECT-FOR-WRITE, or SELECT-FOR-h44W 
signal when it is ready to start a data transfer. 
SELECT-FOR-fiUW starts a normal read sequence, 
with the exception that the row hit predictor is 
ignored and the row is unconditionally lefi open at the 
end of the read, in anticipation that the next operation 
will be a write to the same address. (The subsequent 
write sequence would work properly even if thc row 
were not left open, so  this is strjctly a performance 
optimization.) In response to a SELECT-FOR-x sig- 
nal, the selected DIMM pair controller starts the spcci- 
fied transaction type as soon as possible. If necessary, 
the transaction start is delayed until the selected row 
has been opened. When the DIMM pair controller 
starts the data transaction (i.e., \\then it asserts CAS), 
it reports CAS-ASSERTED to the main sequencer. 

The memory controller provides almost unlimited 
flexibility for the use of  different DIMM types among 
the three DIMM pairs (eight DIMM pairs in the server 
configuration). Table 6 gives the fields in the DIMIM 
pair control registers. The L>IMM pair size, as \\]ell '1s 
some SDRAM parameters, can be set indi\lidually per 
DIMM pair through these register fields. 

Table 6 
DIMM Pair Control Register Fields 

Field Use 

TWO-G ROU PS 

64MBIT 

ENABLE Indicates that  this bank 
is installed and usable 

BASE_ADDRESS[33:24] Defines starting address 
SIZE[3:O] Defines total size of DlMM 

pair, 16 Mbytes-512 Mbytes 
lndicates that DIMM pair 
has two groups of chips 
Selects 64-Mbit column 
mappings for this DIMM 
pair 

4BANK Indicates that  the  SDRAM 
chips each contain four 
banks 

Hot Rows 
The SDRAMs have an interesting feature that maltes it 
possible to improve the average latency of  the main 
memory. They permit nvo (or four) hot rows in the 
two (or  four) banks in each memory chip to remain 
active si~i~ultaneot~sly. Because a nrorkstation configu- 
ration has as many as three 131MM pairs, wit11 citlicr 
one or  hvo separately accessed groups of chips per 
DIMM pair, as many as 24 rows can re~iiain open 
within the memory system. ( I n  the server configura- 
tion, the memory controller can support as many as 
6 4  hot rows on eight DIMM pairs.) 

The collection of hot rows can be regarded as a 
cache. This cache has unconventional characteristics, 
since the size and number of the hot rows vary with 
the type of SDRAM chip and with the number and 
type of memory DIMMs installed in the machine. In 
the ~ n a s i r n ~ ~ n i  configuration, the cache consists of 24  
cache lines (i.e., hot I.O\YS) \\GtIi a line size of 16 ltilo- 
bytes (I(R),  for a total cachc size of 384 I(B. Altliougli 
the cache is not large, its bandwidth is 16 IU3 every 
105 nanoseconds o r  152 gigabytes per second. (The 
bus between this cache and main memory is 131,072 
bits wide, not counting the 16,384 ECC bits!) 

Table 7 gives the state bits associated with each bank 
within cach group of chips on each DIMM pair in 
the memory system. To keep track of the hot rows, a 
row address register is provided for each bank. There 
are 6 4  copies of the state given in Table 5 ,  although 
o ~ i y  24 of them a.re usable in tlie workstation configu- 
ration. Prior to each memory access, tlie row address 
portion of the current mcniory address is comp'ired 
against the selected row address register to determine 
whether the open row can be used o r  whether a new 
row must be opened. (Of  course, if the ROW-ACTIVE 
bit is not set, a new row must always be opened.) 

As with any cache, the hit rate is an important factor 
in determining the effectiveness of the hot row cache. 
If a memory reference hits on an open row, latency is 
reduced due to the faster access time of the open ro\\/. 
Ho\vc\ter, if the tiiernory reference misses on  an open 
row, thc row must first be closed (i.e., a 1 ) lWI  
prechargc cycle must be done) before another row can 
be accessed. In the past, some memory controllers 

Table 7 
State Bits for Each of 64 SDRAM Banks 
- 

State Use 

ACTIVE_ROW[25:12] The row currently in use, 
if any 

ROW-AC-rIVE Indicates whether row 
is open 

ROW-HIT-HISTORY[3:0] HitJmiss state from last 
four accesses 

TIMEOUT-CTR[3:O] Tracks busy time after 
command is issued t o  bank 

Vo1.9 No. 2 1997 



\\-.ere designed to keep the most recently used row 
open in one o r  more memory banks. This scheme pro- 
vides some performance benefit o n  some programs. 
O n  most programs, however, the scheme hurts perfor- 
mance, because the hit rate is so  low that the access 
time reduction on  hits is overshadowed by the time 
needed to close the open rows on  misses. 

The memory controller uses predictors to  guess 
whether the nest access to a row will be a hit or  a miss. 
If a hit is predicted on thc next access, the row is left 
open at the end of the current access. I f a  miss is pre- 
dicted, the row is closed (i.e., the memory bank is 
precharged), thus saving the subsequent time penalty 
for closing the row if the nest access is, in fact, a miss. 
A separate predictor is used for each potential open 
row. There are 6 4  predictors in all, although only 24  
can be used in the workstation configuration. Each 
predictor records the hit/miss result for the previous 
four accesses to the associated bank. If an access to the 
bank goes to the same row as the previous access to the 
same bank, it is recorded as a hit (whether o r  not  the 
row was kept open); otherwise, it is recorded as a miss. 
The predictor then uses the four-bit history to  predict 
whether the nest access will be a hit o r  a miss. If the 
previous four accesses are all l$ts, i t  predicts a hit. If tlie 
previous four accesses are all misses, it predicts a miss. 
Since the optimum policy is not obvious for the other 
14 cases, a sohvarc-controlled 16-bit precharge policy 
register is provided to define the policy for each of the 
16  possible cases. Sohvare can set this register to spec- 
itjl the desired policy or  call disable the hot row 
scheme altogether by setting the register to zeros. 

The precharge policy register is set to 1 1  10 1000 
1000 0000 upon initialization, which lteeps the row 
open whenever three of the preceding four accesses 
are row hits. To  date, we have tested only with this set- 
ting and with the all-zeros and all-ones settings, and 
we have not yct determined whether the default set- 
ting is optimal. The adaptive hot row feature provides 
a 23-percent improvement in measured (i.e., best- 
case) memory latency and a 7-percent improvement in 
measured bandwidth against the STREAM bench- 
mark, as reflected in Figure 1. Testing of the adaptive 
hot row feature shows an average performance 
improvement o f2 .0  percent on SPEC95fp base and an 
average of  0.9 percent on SPEC95int base. - - 

1 he level of improvement varies considerably over 
the individual benchmarks in the SPEC suite, as shown 
in Figure 12, with improvements ranging from -0.6 
percent to +5.5 percent. 

For completcncss, we also tested with the all-ones 
case, i.e., \\/it11 thc current row left open at the end 
of each access. This scheme resulted in a 5-percent 
performance loss on  SPEC95fp base and a 2-percent 
performance loss on SPEC95int base. 

The  row hit predictor is not as usehl for configura- 
tions with an L3 cache, because the 21 164 interface 
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Figure 12 
Performance Benefit of Adaptive Hot Rows 
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enforces a substantial minimum memory latency for 
memory reads to allow for the worst-case completion 
time for an unxelated 21 164 cache access. In most cases, 
this minimum latency erases the latency improvement 
obtained by hitting on an open row. 
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Victim Buffer 
The 2 1 1  74 chip has a nvo-entry victim buffer to c q -  
turc victims from the 21 164 CPU and hold them for 
subsequent write back to melnory. A two-entry buffer 
is provided so that write baclc can be deferred in Favor 
of processing fill requests. Normally, f i l l  requests have 
priority over victim write backs. When the second vic- 
tim buffer entry is allocated, the victim write-back pri- 
ority is elevated to ensure that at least one ofthe victims 
is immediately retired, thus avoiding a potential buffer 
overrun. The victim buffers have address comparators 
to check the victim address against all fills and 1)MA 
reads and writes. O n  a victim buffer address hit, read 
data o r  merge data is supplied directly from the victim 
buffer: the data is passed over the external data bus to 
avoid the use ofan additional data path \vitliin the chip. 

Arbiter 

MGRlD 

HYDR02D 1.055 

SU2COR 

The mcmory sequencer must process requests From sej7- 
era1 different sources. The arbiter selects which recluest 
to process nest. The arbiter must serve two conflicting 
goals: (1) priority service for latency-sensitive requests, 
and (2 )  avoidance ofloc.l<outs and deadlocks. Table 8 
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Table 8 
Arbitration Priorities 

Arbitration If Request Register is Latched If Request Register is NOT Latched 
Priority 

Highest Set SDRAM Mode CPU request 
Refresh (if overdue) Set SDRAM mode 
Victim write back (if both buffers are full) Refresh (if overdue) 
DMA read Victim write back (if both buffers are full) 
DMA address translation buffer fill DMA read 
DMA write (if both buffers are full) DMA address translation buffer fill 
PC1 read completion DMA write (if both buffers are full) 
CPU request 
Victim write back 
DMA write 

Lowest Refresh 

PC1 read completion 
Victim write back 
DMA write 
Refresh 

gives thc arbitration priorities. Normally, CPU cache 
misses are treated as tlie highest priority requests. 
However, the arbiter avoids excessive latency on  othcr 
requests by processing requests in batches. Wlicn a 
request is first accepted, die existing set ofrequests (usu- 
ally just one) is captured in a latch. All requests within 
that group are serviced before any new request is con- 
sidered. During the servicing of the latched reqi~cst(s), 
several new scrvice requests may arrive. When thc last 
latched request is serviced, the latch is opened and a 
new batch of requests is captured. For a heavy request 
load, this process approximates a round-robin priority 
scheme but is much simpler to implement. 

Normally, 1)MA write requests, L3 cache victims, and 
refi-esli requests are low-priority requests. Ho\\lc\/cr, a 
second request of ally of thcse typcs can become pend- 
ing before the first one has been serviced. In this casc, 
the priority for the request is increased to avoid 111incc- 
essary blocltagc or overruns. 

Refresh Controller 
A simplc, frcc-running refresh timer provides a reficsh 
request at  a programmable interval, typically evcrp 1 5  
rnicroseco~~ds. The refresh request is treated as a low- 
priority rcqucst until half the refi-esh interval has 
expired. At that time, the refresh controller asserts a 
high-priority refresh request that is serviced before all 
other mcrnory requests to ensurc that refreshes are not 
blocked indefinitely by other traffic. When the arbiter 
grants the refresh request, the main sequencer per- 
forms a refresh operation on  all banks simultaneously. 

Cache Coherence 
The Alpha 1/0 architecture requires that all DMA 
operations be filly cachc coherent. Consequc~itly, 
every DIMA access requires a cache lookup in thc 
2 1 164 microprocessor's level 2 (L2) write- back cache 
and/or in thc cxtcrnal L3 cache, which is colitrolled 
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by thc 2 1  164. In general, thc mcmory controller starts 
the row access portion of the memory acccss at the 
same time that it requests the cache looltup from thc 
CPU, in anticipation that the lookup will miss in the 
cache. For 1)MA reads, the 21164 microprocessor 
may return read data, which is then used to  satis$ the 
read request. For DMA writes, several flo\vs arc possi- 
ble, as shown UI Figure 13.  

If the DMA write covers an entire cache linc, the 
memory controller requests that the CPU invalidate 
the associated entry, and the DMA data is then written 
directly to memory. If tlie wrrite covers a partial cache 
line, a cache looltup is performed; on a hit, the cache 
data is mcrged into the writc buffer before the data is 
\vritten to memory. If tlie cache misses o n  a partid line 
write, two outcomes are possible: If each 128-bit 
memory cycle is either completely written or c o n -  
pletely unchanged, the data is written to rncn~ory 
directly, and the write to the unchanged portions is 
suppressed using the data mask (DQM) signal on the 
memory 13IMMs. Ifthere are partially n~ritten 128-bit 
portions, the f~11l cache line is read from memory and 
the appropriate portions are merged with the DMA 
write data. 

Cache Flushing 
Thc mcmory controller provides two novel features 

for assistance in flushing the writc-back cachc. These 
features are intended to be used in power-managed 
configurations where it may bc desirable to shut down 
the proccssor and cache frequently, without losing 
memory contents and cache coherence. If the cache 
contains dirty lines at  the time ofsliutdo\vn, thcsc lines 
must be forced back to memory before the cache can 
be disabled. The 21164 microprocessor provides no 
direct assistance for flushing its internal cache o r  the 
external L3 cache, so  it is generally necessary to read a 
large block of memory to  flush the cache. The mcm- 
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DMA Write Flo\\,s 

ory controller provides a large bloclt of ROM (which 
al\vdys reads as zeros) for this purpose. Of  course, 110 

memory array is needed to support this feature, so the 
imple~nentation co~nplexity is negligible. 

111 addition to the f~ l t e  memory, the ineniory con- 
troller provides a cache valid map that can rnalte cache 
flushing faster when the cache is lightly used. The 
cache valid map is a 32-bit register, in which each bit 
indicates whether a particular scction of tlie cache has 
been (partially) filled. When a cache fill request is 
processed, the memory controller sets the correspond- 
ing bit in the cache map register. The bits of the regis- 
ter can be individually reset under program control. 
To  use this feature, the cache must fi rst be completely 
flushed and the register reset to zeros. Tliercafier, the 
cache map register reflects which sections of tlie cache 
can potentially contain dirty data. During a subse- 
quent cache flush, the flush algorithm can skip over 
those sections of tlie cache whose corresponding bits 
in the cache map rcgister have not been set. This fea- 
ture is useful primarily for cache shutdowns that occur 
between Ite)atrokcs, i.c., when the system is nearly idle 

but has frequent, short bursts ofactivity to service Itc)l- 
board input, clock interrupts, modem receive data, or  
similar \vorltloads. 

Conclusion 

The 21 174 chip provides a cost-effective core logic 
subsystem for a high-performance worltstation. The 
use of SDRAMs, high-pin-count BGA packaging, and 
hot rows make possible a new level of memory perfor- 
mance, without tlie need for \vide memory buses or  a 
co~nplex memory data path. 
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